Lecture-17

Mixture of Gaussians

Grimson




Algorithm

background model by watching 30 second video
moving object by measuring deviations from
background model, and applying connected component to
foreground pixels,
position of aregion in the next frame using
Kaman filter
background and blob statistics

Summary

» Each pixel isan independent statistical process,
which may be combination of several processes.
— Swaying branches of tree result in a bimodal
behavior of pixel intensity.
e Theintensity isfit with a mixture of K
Gaussians.
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Mixture of Gaussians

« The K distributions are stored in
descending order of the term
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L earning Background M odel

* Every new pixel ischecked against all
existing distributions. The match isthe first
distribution such that the pixel value lies within
2 standard deviations of mean.

|f no match, introduce new distribution.




Updating

« The mean and s.d. of unmatched

distributions remain unchanged. For the

matched distributions they are updated as:
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- The weights are adjusted:
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Segmenting Background

* Any pixel that is more than 2 sd from all the
distributionsis marked as a part of
foreground-moving object.

» Such pixels are then clustered into
connected components.




Kanade

Summary

* Very similar to k-Gaussian with following
differences:
— uses only single Gaussian
— uses gray level images, the mean and variance
are scalar values




Algorithm

background model by watching 30 second video

moving object by measuring deviations from
background model, and applying connected component to
foreground pixels,

background and region statistics

Detection

e During detection if intensity value is more than
two sigma away from the background it is
considered foreground:

— keep origina mean and variance
— track the object with new mean and variance

— if new mean and variance persists for sometime,
then substitute the new mean and variance as the
background model

— If object isno longer visible, it isincorporated as
part of background




W4 (Who, When, Where, What)

Davis

W4

« Compute “minimum”(M(x)),
“maximum” (N(x)), and “largest absolute
difference” (L(X)).
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Theoretically, the performance of this
tracker should be worse than others.

Evenif onevalueisfar away from the
mean, then that value will result in an
abnormally high value of L.

Having short training timeis better for this
tracker.

Limitations
Multiple people
Occlusion
Shadows

Slow moving people
Multiple processes (swaying of trees..)




Webpage

 Http://www.cs.cmu.edu/~vsam

Skin Detection

Kjeldsen and Kender




Training

Crop skin regionsin the training images.
Build histogram of training images.
|deally this histogram should be bi-modal,

one peak corresponding to the skin pixels,
other to the non-skin pixels.

Practically there may be several peaks
corresponding to skin, and non-skin pixels.

Training

Apply threshold to skin peaks to remove
small peaks.

Label all gray levels (colors) under skin
peaks as “skin”, and the remaining gray
levels as “non-skin”.

Generate a look-up table for all possible
colorsintheimage, and assign “skin” or
“non-skin” label.
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Detection

 For each pixel in theimage, determineits
label from the “look-up table’ generated
during training.

Building Histogram

* Instead of incrementing the pixel countsin a
particular histogram bin:

— for skin pixel increment the bins centered
around the given value by a Gaussian function.

— For non-skin pixels decrement the bins centered
around the given value by a smaller Gaussian
function.
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Histogram Cell Increment

Background
Pixel Color

Example training images
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Results of skin detection

,i
[

s B

Tracking People Using Color
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Fieguth and Terzopoul os
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Fieguth and Terzopoulos

« Compute mean color vector for each sub
region.
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Fieguth and Terzopoul os

« Compute goodness of fit.
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Target M easurement

Fieguth and Terzopoulos

* Tracking
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Fieguth and Terzopoul os

il

® -5-1
a

e X o
® o o

¥ Pradicted Location
@ Testad Hypotheses

Fieguth and Terzopoul os

* Non-linear velocity estimator
v(f)=v(f-1)

if (r(f)or(f-1>0) v(f) += dsgn([r)t(f))
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Fieguth and Terzopoul os
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