Lecture-11

Theorems 5.3 and 5.2
Algorithms 5.1, 5.2

Theorem 5.3

1. Thedirections are indeed conjugate.

2. Therefore, the agorithm terminatesin n steps (from
Theorem 5.1).

3. Theresiduals are mutually orthogonal.

4. Each direction p, and r, is contained in Krylov subspace
of r, degreek.




Theorem 5.3

Suppose that the kth iteration generated by the conjugate
gradient method is not the solution point X*. The following
four properties hold:

rir =0 fori=0,..,k-1 (1
spanfr,,r,,...,r.} =span{r,, Ar,,..., Alr.} )

span{p,, .-, B} = spanir,, Ar,,..., Alr,} )
p Ap =0  fori=0,..,k-1 (4

Therefore, the sequence {x,} convergesto X' in a most n steps.

Proof

rer, =0  fori=0,...k-1 (1)

span{ry, ..., 1} = span{ro, Ar, ..., Akro} @)
span{ py, Pu...., P} = Span {ro, Ar,, ..., Akro} ©)
prAp =0  fori=0,...,k-1 (4

» Useinduction on (2) and (3)

* First prove (2)

* Then prove (3) using (2)
* Prove (4) by induction using (3) and Theorem 5.2
*Prove (1) using (4) and Theorem 5.2




Proof

=0 fori=0...k-1 (1)
spanfr,,1,.....n.} =spanr,, Ar,... AT} (2)
span{ Py, Py,-.., P} = spar{ro, Ar, ..., A"ro} €)
pfAp=0 fori=0,...k-1 (4

Induction: k=0
span{r,} = span{r.} @)

spanlp=spenl) @ pooop

Proof
r’r, =0 fori=0,...,k-1 (1)
spanry.f,.... 1} = spanfry, Ar,...., A} )

span{p,, Pp..... P = span{ro, Ar,,..., Al ro} €))
p;Ap =0  fori=0,....k-1 (4

Assume (2) and (3) aretruefor k, provefor k+1
To prove (2), by induction:
r.l spanir,, Ar,, ..., Akro}, P Span{ro, Aro,...,Akro}
Ap, T span {Aro, Azro,...,AkﬂrO} By multiplying with A
N =N+ A Therefore 1,1 span {ro, Aro,,_,,A'“lro}

By combining this with induction hypothesis on (2)

Span{ro’ Moo r|<+1}\I Span {ro, AFO,...,Ak+1rO}




Proof

=0 fori =0,...,k-1 (D
span{r,.1,.....r.} =spanry, Ar,...., At} 2
span{ py, P, .., pk} spanfr,, Ar,...., A"ro} ©)
p;Ap =0  fori=0,....k-1 (4

rk

To prove the reverse inclusion

Aty = A(A*T, )T span {Ap, Ap,....., Ap, } Induction on (3)
Since .-1) _
Ap :%,fori =0,....,k Because Meer =T +akApk

Therefore AT span{r,,r,...,1..}

a, 13 Induction hypothesis
spanfr,, Ar,,..., A 1 spanfry,r,..., 1,1} on(2) vP

Span{rolrl,_”,rk,rkﬂ}\l Span{rO,Aro,...,Ak+1I’0}
Therefore  span{r, ,1y,....fy M) :span{ro, Aro,...,Ak+1ro} QED (2

Proof
r’r, =0 fori =0,..., k-1 (1
span{r.,...., spar{r Ar,,..., A O} 2

span{p,, p,...., pk} span{rD,Ar0 ..... Akro} €))
pAp, =0  fori=0,....k-1 (4

Show (3) holdsif kisreplaced by k+1
span{ P, Puy---» Puos Peoa)

:span{pm Py P k+1} [V PR o WY o B
=gpan {ro, Ar,, ..., AT, rk+l} Induction hypo for (3)
= pan(fy, 1 o Faa) By (2

= gpan {ro, Ar,,..., A"*lro} By (2) for k+1

QED (3)




Proof

(Tr =0 fori=0,..k-1 (1)
span{iy.1,.....1.} = spanry, Ar,...., Alre} @)

span{p,, py. ... P} =spanfry, Ary,..., A'r.} ?3)
prAp =0  fori=0,...k-1 (4

(4) Holds for k=1 P AR, =0 (4
By definition: Pesa =~ T t D P

leApi =- rl<-|—+1Api +bk+1p:<—Ap| fori =O!11-'-’ k (F)
N b - JaAR.
By definition: kil AR
Dueto this the right side becomes Zero for i=k

By induction hypothesis on (4) the vectors are conjugate up to p;

Therefore ‘"o =0 fori=o0. . K
aPy =0 TOTE=R By Theorem 5.2

Proof

r’r,=0 fori =0,...,k-1 (D)
span(r,,r,,....1.} :span{ro, Aro,...,Akro} @)
span{p,., pi..... P} =span{i,, Ar,...., At} ©)
piAp =0  fori=0,...k-1 (4
Pea AP =- 1L Ap + b, pl Ap fori =01,...,k (A
rh,p =0 fori=0,..k (B)
By applying (3)

Api Aspan{ro, Ar,..., Airo} :span{Aro, Ar,., A'*lro}
1 span{p,, ;... P} (©)
rl,Ap =0 fori=0,.. k-1 By (B) & (C)

So thefirst term vanishesin (F). Due to induction hypothesis on (4) the second
term vanishes as well. Hence QED (4).
So the direction set generated by CG method isindeed a conjugate direction set.

According to Theorem 5.1 the algorithm terminates in at most n steps.




Proof
Wr=0  fori=0,..k-1 (1)
span{iy.1,.....1.} = spanry, Ar,...., Alre} @)
span{p,, P, p =spanfr,, Ar,,..., Atr.} ©)
pfAp =0  fori=0,...k-1 (4

Since the direction set is conjugate because of (3), by theorem 5.2
rep=0 fori=0,...,k-1, k=12...,n-1
By definition
p=-r+bp, Pra = = Nar + D1 Py
T, _A—,T _
nep =0=r/(-r+bp,)=-rn+br’p,=-n’

rlr =0 fori=0,....k-1 k=12,...,n-1 QED (1)

Theorem 5.2

Let x, be any starting point and suppose that the sequence
{x} isgenerated by the conjugate direction agorithm. Then

rip=0 fori=0,... k-1

and x, is minimizer of over the set

3




Proof

First show that apoint ~ minimizes over the set (3) if and only
if

rx)'p, =0 fori=0,...,k-1

©)
Where
Let
Since is strictly convex quadratic, it has a unique minimizer:
S) oo iz0,..k-1
Tsi . .
Nf (%, +Sy Po+---+S 1P) B, =0 i=0,..,.k-1  Chainrule
r(x) isthe residua
r(x)p=0 i=0..,k-1
Proof
Nf (x)=Ax-b=r(x) X, =X +a,p,
fea = N T AR,
e =N tay ARy (A)
Use induction:
Prove true for k=1:
From (A)
I =ry+a,Ap,
rlT Py =(Io "'aoApo)T Po
i rlT Eo = roT Po +a, poT Ap, B rkT Py
r'p, =0 Then & = ol Ap,
But, isal-D minimizer of quadratic function.




Proof

r’p=0 fori=0,..k-1
Assume true for k-1 rkT-lpiZO fori=o0,.... k-2

e =Nt @y APy
T — AT T —
pk-lrk - pk- 1rk-1 +ak- 1pk-lApk-l =0
If Peaf =0

r‘T
then&_; isgiven a.,=- Tmpm
pk-lAg<-l

That is 1-D minimizer of quadratic function.

By multiplication

For other vectorsp,
T, _ T T _
PN = P My Y&y P AP =0
induction Conjugacy
Thisimplies we have minimized quadratic function ink-1 variables
Therefore 1/ p=0 fori=0,... k-1

Implies we have minimized quadratic function ink variables QED

How do we select conjugate
directions

» Eigenvaluesof A are mutually orthogonal
and conjugate wrt to A.

» Gram-Schmidt process can be modified to
produce conjugate directions instead of
orthogonal vectors.

» Both approaches are expensive.




Basic Properties of the CG

Each direction is chosen to be alinear combination of the steepest
descent direction and the previous direction.

pk:'ka"'prk-l

Or _ .
p,=-r.tbp.,; Whereb, is determined such
Therefore That p, and p,; must be conjugate
p:—lApk =- pl.lAfk + bk p:—lApk-l

P AP,
It does not need to know all previous directions, only one previous

directionisrequired.

p, isautomatically conjugate to all previous directions!

Algorithm 5.1

Givenx,;
Setlo A% - b, Py -fo. k0 P, is steepest descent
Whiler, t 0 B
ac- - e P, Nf (X) = Ax- b=r(X)
Pr AP,

X1 7 X TPy
Mor = A= 0
reaAP, .
P AR,
Pear ™ - e+ By P
k - k+1
end(whil@

k+1




