Exam Information

Time & Place: In class, Thursday 9/28/00, 7:00pm-8:15pm

Format: A few T/F, some short answer(mainly counting type questions), and the rest will be prove/disprove type questions.

Useful sections in the text: 2.1-2.4, 3.1-3.3, 1.1-1.3(if you are shaky on some of the counting stuff)

What you are allowed to use during the test: Just a pen or pencil & the list of laws, etc. provided on your test. The test is closed-book, closed-notes, and you are not allowed to use a calculator during the exam.

How to study: First read my notes. If something is not clear, look it up in the book. Then, go over the first homework assignment. Make sure you understand what you missed. Go over the second homework assignment. Then, try to do some of the review questions with answers in the back of the book. My questions will be similar to some of these review questions assigned, and similar to your homework questions.

The most important part is to take a couple minutes to understand what each question is asking.

Chapter 2 – Logic Stuff

1) Make sure you know how to fill out a truth table and prove that two different logical expressions are equivalent using the truth table method. I guarantee you that I will ask a question dealing with truth tables.

2) Although you do not have to memorize the laws of logic(they will be given to you), be familiar with them and comfortable with simplifying logical expressions using these laws. Remember, to simplify things, sometimes you may have to use the laws going “backwards” so to speak, compared to the way they are written.

3) Be comfortable using the rules of inference to validate a conclusion made from a set of premises. (Also, make sure you understand the difference between the rules of inference and laws of logic.) Also, you should be able to take an argument in words, and convert it into a symbolic argument. Also, remember that you might have to find invalid arguments and provide counterexamples to show they are invalid.

4) Make sure you understand the difference between ( and (, and that the order in which they are used when you have multiple “variables” in a statement DOES matter. You may have to prove/disprove certain statements of algebra, etc. that are stated symbolically, with ( and (.

5) Note that I am skipping the universal law of generalization. I may include it on the final, but don’t worry about it now...

Chapter 3- Counting and Set Stuff

1) Know how to list a set. And how to read a symbolic definition of a set.

2) Know the difference between the empty set, a set containing the empty set, and a set containing 0.

3) Know the meaning of complement, intersection, union, subset, proper subset, and “element of”.

4) Know how to draw a Venn Diagram for a visual representation of sets. These will be very useful for counting elements in sets, given certain information.

5) Make sure you know the Inclusion-Exclusion principle for 2 and 3 sets.

6) Know how to invoke the definition of a set in order to prove statements about a set. 

7) Know how to use a set table to prove equality between two sets.

8) Know how to use the set laws to simplify set expressions.

9) The number of subsets of a set of size n is 2n.

10) The number of subsets of size k of a set of size n is nCk.

11)  A proper subset of a set, is any subset that is not the subset itself.

12) A non-empty subset of a set contains at least one element.

13) Remember to be creative when counting. Sometimes you may need the addition principle and/or multiplication principle. Also, remember that if there are n elements in a set A, and there are m elements in a set B that is a subset of A. Then, there are n-m elements in the set A-B.

14) Whenever you are dealing with cartesian products, remember to use the multiplication principle. But, when you have split up what you are counting into several disjoint sets, you should invoke the addition principle.

1. If A ( B, then (A ( C) ( (A ( B).

If A ( B, then for all x(A, we have x(B. So, for all x(A, we have x(A ( x(B, which means x(A(B. Thus, we know that if A ( B, then A(B=A. 

Now, we must show that (A ( C) ( A. For all x(A(C, we have x(A. Thus, we have shown that (A ( C) ( A = A ( B, 

so (A ( C) ( (A ( B).

2. If B = (A ( B), then B ( A.

If B = (A ( B), then we have for all x, if x(B, then x(A ( B.

This means we have x(A. Since we have shown that for all x(B, x(A, we have B ( A.
3. If (A ( B) ( (C ( D), 

then ((A ( C) ( (A ( D) (  (B ( C) ( (B ( D))

False. Counter Example: A= {1,2}, B={3,4}, C={1,3}, D={2,4}.

4. If A ( B = (, then B ( (A.

If A ( B = (, for all possible x, x( A ( B. Thus, we have x(((A ( B), which means x(((A ( (B), so either x((A ( x((B. 

Now, we must prove that if x(B, then x((A. But, if we have x(B, we know that x((B. Since we know x((A ( x((B to be true, we have to conclude that x((A, as desired.

5. If A ( C, then Power(A) ( Power(A ( C)

If A ( C, then A ( C = C, so we just need to show  Power(A) ( Power(C). Consider any element of Power(A). It must be a subset with elements from A. But, this element MUST be contained in Power(C), since this set contains all subsets of elements in C. One of these subsets will contain exactly the desired elements from A, since A ( C.
6. If A x B ( A x C, then B ( C.

This is false. Consider A=(. Then we must have A x B = A x C = (, regardless of what B and C are. Now, for a counter example, set B={1} and C={2}.

