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Practice problems for the test#2

Relations. 

1.  Let A ={1, 2, 3}, B ={w, x, y, z}, and C = {4, 5, 6}. Define the relation R( A(B, S( B(C, and T( B(C, where R = {(1, w), (3, w), (2, x), (1, y)}, S={(w, 5), (x, 6), (y, 4), (y, 6)}, and T={(w, 4), (w, 5), (y, 5)}. 

a) Determine R( (S ( T ) and (R(S) ( (R(T).

S (T = {(w, 4), (w, 5), (x, 6), (y, 4), (y, 5), (y, 6)}, R( (S ( T ) = {(1, 4), (1, 5), (1, 6), (2, 6), (3, 4), (3, 5)}

R(S = {(1, 4), (1, 5), (1, 6), (2, 6), (3, 5)}, R(T = {(1, 4), (1, 5), (3, 4), (3, 5)}

(R(S)((R(T) = {(1, 4), (1, 5), (1, 6), (2, 6), (3, 4), (3, 5)}.

b) Determine R( (S ( T ) and (R(S) ( (R(T).

S ( T ={(w, 5)}; 

R( (S ( T ) ={(1, 5), (3, 5)};

(R(S)((R(T) = {(1, 4), (1, 5), (3, 5)}.
2. Consider the relation T over real numbers: T = {(a, b) | a2+b2=1}. Define all properties of this relation (reflexive, irreflexive, symmetric, anti-symmetric, and transitive).

Not reflexive (for example, a =0.5, (a, a)(T ).

Not irreflexive (a=1/(2, (a, a)(T )

Symmetric (for any real a, b, (a, b)(T ( (b, a)(T , because a2+b2=1 ( b2+a2=1).

Not anti-symmetric (counterexample: (0, 1)(T  and (1, 0)(T )

Not transitive (counterexample: (0, 1)(T, (1, 0)(T, but (0, 0) (T )

3. Let R ( A(A be a symmetric relation. Prove that t(R) is symmetric. 

Proof. Assume R ( A(A is symmetric. To prove that t(R) is symmetric, we need to show that if (a, b)( t(R) then (b, a)( t(R). So, pick arbitrary (a, b)( t(R) (1). By the definition of transitive closure, (1) implies that there is a path from a to b in R. By the definition of a path it means, that there are some elements a0=a, a1, a2, … , an=b(A such that (a0, a1), (a1, a2), … (an(1, an)(R. But since R is symmetric by assumption, all inverted pairs belong to R as well, i. e. (an, an(1), …, (a2, a1), (a1, a0)(R. It signifies that R contains the path from an=b to a0=a. By the definition of the transitive closure it implies that (b, a)( t(R).

4. Prove or disprove the following propositions about arbitrary relations on A: 

a) R1, R2 symmetric ( R1(R2 is symmetric.

Proof. Assume R1 and R2 are symmetric. To prove that R1(R2 is symmetric we need to show that if (a, b)( R1(R2, then (b, a)( R1(R2. So, take arbitrary (a, b)( R1(R2. It implies that either (a, b)( R1 or (a, b)( R2. In the first case (a, b)( R1 implies (b, a)( R1 by symmetric property of R1 and (b, a)( R1(R2 by the union property. In the second case, (a, b)( R2 implies (b, a)( R2 by symmetric property of R2, and then (b, a)( R1(R2 by the union property. So, in both cases we showed that (b, a)( R1(R2.is implied. 

b) R1, R2 transitive ( R1(R2 is transitive.

Proof. Assume R1 and R2 are transitive. To prove that R1(R2 is transitive, we need to show that if (a, b) ( R1(R2 and (b, c) (R1(R2 then (a, c) ( R1(R2. So, assume that (a, b) ( R1(R2 (1) and (b, c) (R1(R2 (2). 

By the intersection definition we can imply from (1) that (a, b) ( R1 and (a, b) ( R2.

Similar we can imply from (2) that (b, c) (R1 and (b, c) (R2. Then by the transitive property of R1 we have that (a, c) ( R1(3) and similar from the transitive property of R2 we have that (a, c) ( R2 (4). (3) and (4) imply that (a, c) ( R1(R2 by the definition of intersection. QED. 

5.  Prove or disprove that for any relation R ( A(A  ts(R)(st(R).
The following counterexample can be used to disprove that ts(R)(st(R).

Take A = {1, 2, 3}, R ={(1, 2), (2, 3)}, then st(R)= {(1, 2), (2, 1), (2, 3), (3, 2), (1, 3), (3, 1)}, ts(R) = {(1, 2), (2, 1), (2, 3), (3, 2), (1, 3), (3, 1), (1, 1), (2, 2), (3, 3)} is not a subset of st(R), since (1, 1) ( ts(R) and (1, 1) ( st(R).

5. Let R be a symmetric and transitive relation on set S. Furthermore, suppose, that for every x(S there is an element y(S such that xRy. Prove that R is equivalence relation.

Proof. Assume R is a symmetric and transitive relation on set S and for every x(S there is an element y(S such that xRy. To prove that R is equivalence relation we need to prove that R is also reflexive, i.e. for every x(S xRx. Take any x(S, then by assumption there exists an element y(S such that xRy. By symmetric property of R xRy implies yRx. By transitive property of R  xRy and yRx imply xRx. So, we proved that for any x(S xRx.

6. Prove that a relation R on a set A is transitive if and only if R2(R. 

We need to prove: i) if R is transitive, then R2(R. and ii) if R2(R. then R is transitive. 

i) assume that R is transitive. To prove that R2(R. we need to show that if (a, b)( R2, then (a, b) (R. So, take any (a, b)( R2. By the definition of R2 as a composition R with itself it implies that there exists some x( A such that (a, x) (R. and (x, b) ( R. By the transitive property of R, (a, x) (R and (x, b)(R imply (a, b)(R. QED

ii) assume that R2(R.. To prove that R is transitive we need to show that if (a, x) (R. and (x, b) ( R then (a, b)(R. So, assume that (a, x) (R and (x, b) ( R. Then by the definition of composition (a, b)( R(R =R2. Since R2(R by assumption, (a,b)(R2 results in (a, b) (R. QED.

7. Determine whether the relation represented by the directed graph is reflexive, irreflexive, symmetric, anti-symmetric and transitive.



The relation is not reflexive because (c, c)( R.

R is not irreflexive, because it contains some loops.

R is symmetric. R is not anti-symmetric. 

R is not transitive, because (c, b)(R and (b, c)(R, but (c, c)(R.

8. Let A denote an arbitrary non-empty set, and let R denote a binary relation, R (A(A. 

Answer the following two parts independently of each other:

(a) Suppose R is transitive. Prove that the inverse relation R(1 is also transitive, where R(1 is defined as R(1 = {(a, b) | (b, a) ( R}.

We need to show that if (a, b)(R(1 and (b, c)(R(1, then (a, c)(R(1. Assume there are some (a, b)(R(1 and (b, c)(R(1 (if not, R(1 is transitive and we have nothing to prove). By the definition of inverse relation (a, b)(R(1 implies (b, a)(R and (b, c)(R(1 implies (c, b)(R. By the transitive property of R (c, b)(R and (b, a)(R imply (c, a)(R. By the definition of inverse relation (c, a)(R implies (a, c)(R(1. QED.
(b) Suppose R ( ( and R is irreflexive (that is, there does not exist any a ( A such that (a, a) ( R).  Prove that either R is not symmetric or R is not transitive.  

Proof by contradiction. Assume R ( ( and R is irreflexive and R is symmetric and transitive. We are going to show that this leads to contradiction. R ( ( implies that there exists some element (x, y)(R. By symmetric property of R, (x, y)(R implies (y, x)(R. By the transitive property of R (x, y)(R and (y, x)(R imply (x, x)(R, that contradicts to the assumption that R is irreflexive. The contradiction proves that if R ( ( and R is irreflexive, then either R is not symmetric or R is not transitive. 

9. Let A denote an arbitrary non-empty set, and let R, S, and T denote binary relations defined over A, i.e., R ( A ( A, S ( A ( A, and T ( A ( A.  Answer the following two questions independently of each of other:

(a) Prove (R((S(T)) ( ((R(S)((R(T)).

We need to prove that any element from (R((S(T)) belongs to ((R(S)((R(T)). So take arbitrary (a, c)((R((S(T)) to show that (a, c)(((R(S)((R(T)). By the definition of composite relation (a, c)((R((S(T)) implies that there exists some b(A such that aRb and b(S(T)c (i.e. (b, c)( (S(T)). By the definition of intersection, (b, c)( (S(T) implies (b, c)( S and (b, c)( T. By the idempotent law and the associative property of logical ‘and’, (a, b)(R and ((b, c)( S and (b, c)( T) is equivalent to ((a, b)(R and (b, c)( S) and ((a, b)(R and (b, c)( T). By the definition of the composite relation this is equivalent to (a, c)( R(S and (a, c)( R(T . By the definition of intersection (a, c)( R(S and (a, c)( R(T ( (a, c)( R(S (R(T. QED

(b) Suppose A = {a, b, c}.  Use an example of relations R, S, and T defined over this A to show that (R ( (S ( T)) ( ((R ( S) ( (R ( T)).

The following counterexample disproves that ((R(S)((R(T))( (R((S(T)).

R ={(a, b), (a, c)}, T={(b, a)}, S {(c, a)}. ((R(S)((R(T))={(a, a)}, R((S(T)=(.

11.  Let R and S be relations on X. Determine whether each statement is true or false. If the statement is false, give a counterexample. 

a) If R and S are transitive, then R(S is transitive. False: R ={(a, b)}, S ={(b, c)} are both transitive, but R(S ={(a, b), (b, c)} is not transitive.
b) If R and S are transitive, then R(S is transitive. True.
c) If R and S are transitive, then R o S is transitive. True.
d) If R is transitive, then R-1 is transitive. True.
e) If R and S are anti-symmetric, then R(S is anti-symmetric. False: R ={(a, b)}, S ={(b, a)} are both anti-symmetric, but R(S ={(a, b), (b, a)} is not anti-symmetric.
f) If R and S are anti-symmetric, then R(S is anti-symmetric. True.
g) If R and S are anti-symmetric, then R o S is anti-symmetric. False: R ={(a, b), (c, d)}, S ={(b, c), (d, a)} are anti-symmetric, but R o S ={(a, c), (c, a)} is obviously not anti-symmetric. 
h) If R is anti-symmetric, then R-1 is anti-symmetric. True. 
12. Let X ={1, 2, …, 10}. Define a relation R on   X(X  by (a, b)R (c, d) if ad = bc. 

a) Show that R  is equivalence relation on X(X.

We can also say that (a, b) R (c, d) if a/b = c/d (that is equivalent to ad=bc on X).

R is reflexive because (a, b) R (a, b) since a/b=a/b.

R is symmetric because if (a, b) R (c, d), then (c, d) R (a, b), since if a/b=c/d, then c/d=a/b.

R is transitive: if a/b=c/d (that is (a, b)R (c, d)) and c/d=e/f (that is (c, d)R (e, f)), then a/b=e/f , that is (a, b)R (e, f).

c) List equivalence classes induced by R on X(X.

The equivalence classes induced by R are {{(1, 2), (2, 4), (3, 6), (4, 8), (5, 10)}, {(1, 3), (2, 6), (3, 9)}, {(1, 4), (2, 8)}, {(1, 5), (2, 10)}, {(1, 6)}, {(1, 7)}, {(1, 8)}, {(1, 9)}{(1, 10)}, {{(2, 1), (4, 2), (6, 3), (8, 4), (10, 5)}, {(3, 1), (6, 2), (9, 3)}, {(4, 1), (8, 2)}, {(5,1), (10, 2)}, {(6, 1)}, {(7, 1)}, {(8, 1)}, {(9, 1)}{(10, 1)}} 

13. Find the equivalence relation (as a set of ordered pairs) on {a, b, c, d, e} whose equivalence classes are {a}, {b, d, e}, {c}. 

The equivalence relation should be defined as R ={(x, y) | x, y ({a, b, c, d, e} and belong to the same class}. Explicitly R ={(a, a), (b, b), (c, c), (d, d), (e, e), (b, d), (d, b), (b, e), (e, b), (d, e), (e, d)}. 

Functions. 

1. 
Let f be a function, f: S(T. Define a set of images f(A) for any subset A(S as f(A)={f(x)| x(A). Prove that f(A(B)=f(A)(f(B) for all subsets A and B of S iff f is injective. 

We must prove two propositions: 1) if f is injective then f(A(B) =f(A)(f(B) and 2) if f(A(B) = f(A)(f(B), then f is injective. 

1) Assume f is injective. We need to prove two subset relations, f (A(B) ( f(A)(f(B) and f(A)(f(B) ( f(A(B). Note that f(A(B)(f(A)(f(B) is always true (irrelevant to the injective property of f ). To show this take any y( f(A(B). By the definition of the set of images f(A(B)  y( f(A(B) implies that there exists some x( A(B such that f (x) = y. By the definition of set intersection x(A(B implies that x( A and x(B. x( A implies that f (x)(f (A)  and x(B implies  f (x)(f (B). Because the value of function is unique,  f(x)=y and we have y(f (A) and y(f (B), i. e. y( f(A)(f(B). QED.

To prove that f(A)(f(B) ( f(A(B) take y( f(A)(f(B). It implies y( f(A)  and y( f(B). By the definition of a set of images it implies that there exists some a(A such that f (a)=y and there exists some b(B such that f (b)=y. Because function f is injective f (a)= f (b)=y implies that a = b. It means that a( A(B and as a consequence  y =f (a)( f(A(B). QED.


2) Assume that f(A(B) = f(A)(f(B) for any subsets A and B of S and prove that f: S(T is injective. For this assume that f (a) = f(b)=y for some a, b(S. Then we need to show that a = b can be implied. Take, for instance, A={a} and B={b}. Then f(A)={f(a)}={y} and f (B)={f(b)}={y}, so f(A)(f(B)={y}. By assumption f(A(B) = f(A)(f(B), so f(A(B) = {y}. By the definition of a set of images it implies that there exists x( A(B, such that f(x)=y. But from our choice of A and B their intersection is nonempty only if a=b, so we conclude that x=a=b. QED. 

2. Let f : A(A is a function such that f (f (x))=x for all x(A. Prove that f  is a bijection.

We need to prove 1) that f is injection and 2) that f is surjection.  

1) To prove that f is injection assume f(x1)=f (x2) to show that x1=x2. By taking  f  from both sides of  f(x1)=f (x2) we have that f(f(x1) )=f (f (x2)) (because f  is a function a=b implies f (a)=f (b)).  f(f(x1) )=f (f (x2))  implies x1=x2, because f (f (x1))=x1 and f (f (x2))=x2 by assumption. It completes the proof, since we showed that f(x1)=f (x2) results to x1=x2. 


2) To prove that f is surjection we need to show that for any x(A (an element of co-domain) there exists an element y(A (an element of the domain) such that f (y)=x. 

Take any x(A. Then we can always find a unique image f (x). Let y = f (x), then f (y)=f (f (x))= x, by the given property of the function f . This completes the proof  that f is surjective. 

Alternative proof. By the proved theorem (Theorem #26 in the reference sheet) we know that if f : A(B  and g : B(A are two functions, such that f (g(b))=b for any b(B and g(f(a))=a for any a(A, then both f and g are bijections and inverse of each other. It will be true in particular, when B=A and we have that both functions are from A to A and equal, that is if for any x(A f(f(x))=x. 

In other words we are given here a special case of this theorem. So by using this theorem we can conclude that f is a bijection. (By the way, it also can be derived that f = f –1). 

3.   Give an example of a pair of functions f: A(B and g: B(A, such that f(g=IB 

but g(f (1.  Here IB = {(x, x)| x( B} is the identity relation on B.


Take  for example A ={x, y}, B ={z}, f : A(B ,  f={(x, z), (y, z)}, g: B(A, 

g = {(z,x)}. We have f(g=IB, since f(g(z)=z, but g(f (1. (Note that f (1 means inverse relation, that is not a function here).
4. Let Z = {0, 1, (1, 2, (2, …} denote the set of all integers (zero, positive, and negative).  Define a function g: Z ( Z by the following formula:
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(Thus, for example, g(0) = 1 ( 0 = 1; g(1) = 1 + 3 = 4; g((1) = (1 + 3 = 2, etc.)  

Prove that the function g defines a bijection from Z to Z; that is, prove that g is an injection (one-to-one) and g is a surjection (onto).

To prove that g(m) is an injection, assume g(m1)=g(m2) and show that m1=m2. Note that if m is even, then g(m) is odd and vice versa, if m is odd, then g(m) is even.  It means that we have to consider two cases: 1) if  g(m1)=g(m2) and equals an odd number, then m1 and m2 are even and g(m1)=1-m1,    g(m2)=1-m2 and g(m1)=g(m2) implies 1-m1=1-m2, i. e. m1=m2. 2) If  g(m1)=g(m2) and equals an even number, then  m1 and m2 are odd and g(m1)=m1+3,    g(m2)=m2+3 and g(m1)=g(m2) implies m1+3=m2+3, i. e. m1=m2.

     To prove that  g(m) is a surjection we need to show that for any n(Z we can find m(Z, such that g(m)=n. Again we need to consider separately two cases, when  n is odd and even. If n is odd, we have 1( m= n, i.e. m=1(n. Since m is an even number, g(m)=1( m = 1((1( n)=n.  If n is even, m+3=n, i.e. m=n(3. Since m is  an odd number, g(m)=3+m=3+(n(3)=n.

Alternative proof. We can prove that g is bijective if we can define another function f : Z ( Z such that for any m(Z f (g(m))=m and g (f (m))=m. Let’s try the following function f (we hope it will be the inverse of  g): 
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It can be easily shown that both for even and odd n(Z  g(f(n)) = n and f (g(n))=n.

5. (a)  How many functions are there from a set with 3 elements to a set with 8    elements?  (b)  How many one-to-one functions are there from a set with 3 elements to a set with 8 elements?  (c)  How many onto functions are there from a set with 3 elements to a set with 8 elements?  EXPLAIN YOUR ANSWER.

a) Any function should include exactly 3 arrows (one for each element in the domain). Each arrow may point to any of 8 elements in the co-domain. So, we have 8 choices for each of three elements, i.e. 8(8(8=512 functions. 

b) For an injection we cannot point to the same image more then once. So, the number of possible choices will be 8(7(6=336.

c) We can note we can not have a surjection from a set of 3 elements to the set of 8 elements. So, there exists 0 surjective functions. 

6.  Let A and B denote two non-empty sets, and let R and S denote two binary relations where R ( A  B and S ( A  B. Answer the following two parts for this question:
a. Suppose both R and R  S define a function from A to B. Prove that R ( S. 

To prove that R ( S take arbitrary element from R, (a, b)(R, where a(A and b(B. We need to show that (a, b)(S. Since R  S is a function from A to B it must map a to some element in B. Let it be c(B, i. e. (a, c)(R  S. By the definition of the intersection of two sets it implies that (a, c)(R and (a, c)(S. Since both (a, b)(R  and (a, c)(R, and R is a function,  imply b = c, because a function gives a unique image for any element from the domain. So, we have now that (a, b)(S. QED.

      b.(This part is independent of Part (a).) Suppose both R and R  S define a function from A to B. Prove that S ( R.

To prove that S ( R take arbitrary pair from S, (a, b)(S , where a(A and b(B. Our goal is to show that (a, b)(R. Since S (R(S, (a, b)(S implies that (a, b)( R(S. But R is a function from A to B, so it relates a to a unique element in B, let it be c(B. That is (a, c)(R, then (a, c)( R(S, because R( R(S. Since R(S is a function, it relates a to a unique element, so from (a, b)( R(S and (a, c)( R(S we can conclude that b=c. Then (a, c)(R becomes (a, b)(R. QED.

7. Let f : A(A be a function. Prove or disprove each of the following statements:

a) If f( f  is an injection, then f  is an injection.

To prove that f  is an injection assume f (x)=f(y) to show that x=y. Then by taking the function f from the both sides we have f (f (x))=f (f (y)). By injective property of f( f  it implies that x=y. QED.

b) If f( f is a surjection, then f is a surjection. 
Take any y (A. The surjective property of f( f  implies that there exists x (A such that    f( f(x)=y. Let z=f(x), always defined since f is a function. Then by the definition of composite function we have f (z)=y, i. e. f is surjective.  
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