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Abstract— Point cloud registration is a fundamental and
challenging problem for autonomous robots interacting in
unstructured environments for applications such as object
pose estimation, simultaneous localization and mapping, robot-
sensor calibration, and so on. In global correspondence-based
point cloud registration, data association is a highly brittle task
and commonly produces high amounts of outliers. Failure to
reject outliers can lead to errors propagating to downstream
perception tasks. Maximum Consensus (MC) is a widely used
technique for robust estimation, which is however known to be
NP-hard. Exact methods struggle to scale to realistic problem
instances, whereas high outlier rates are challenging for approx-
imate methods. To this end, we propose Graph-based Maximum
Consensus Registration (GMCR), which is highly robust to
outliers and scales to realistic problem instances. We propose
novel consensus functions to map the decoupled MC-objective to
the graph domain, wherein we find a tight approximation to the
maximum consensus set as the maximum clique. The final pose
estimate is given in closed-form. We extensively evaluated our
proposed GMCR on a synthetic registration benchmark, robotic
object localization task, and additionally on a scan matching
benchmark. Our proposed method shows high accuracy and
time efficiency compared to other state-of-the-art MC methods
and compares favorably to other robust registration methods.

I. INTRODUCTION

Robust perception is critical for the increased autonomy
of a robot equipped with various sensing modalities in
unstructured environments. It deals with the estimation of un-
known quantities (for instance, object pose, self-localization,
and environment mapping) from potentially noisy or partial
sensor measurements. Algorithms for robust perception need
to handle high outlier rates, strong non-linearities, and high
uncertainty levels [1]. Point cloud registration is one of the
most studied robust perception tasks and finds its applications
in object pose estimation [2], simultaneous localization and
mapping [3], 3D reconstruction [4], scan matching [5] and
medical imaging [6]. It is not limited to vision or range-
based sensors but is also used for tactile sensing as shown
by recent works [7]–[14].

Rigid point cloud registration is defined by finding the
optimal similarity transformation aligning two 3D point
sets A and B. Global registration is often approached
by subsequent point-to-point correspondence estimation
and fitting. Since data association in 3D is highly error
prone [15], [16], methods must reliably reject outliers.
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Fig. 1: Our proposed robust registration approach GMCR maps the Max-
imum consensus objective which is NP-hard to a Graph Clique problem,
where the solution can be found in closed form from the maximum clique.
We evaluated GMCR on the (a) Stanford scanning repository benchmark,
(b) a real robot object localization setup, and (c) a real-world LiDAR scan
benchmark.

Furthermore, point-wise features are often computed with
local descriptors based on point statistics. This can result
in incorrect correspondence generation and even spatially
correlated outliers resulting from ambiguous regions. The
challenge of structured noise has also been studied in 2D
and 3D [17]–[19]. A popular robust objective is Maximum
Consensus (MC) [20], which finds inliers as the largest set
of correspondences that can be aligned by one common
estimate (see figure 1). Note that MC, as other robust
objectives such as Truncated-Least-Squares (TLS) and
Least-Trimmed-Squares (LTS), still can return an arbitrarily
wrong estimate depending on the input [21]. However,
there clearly exist settings in which some objectives
perform better than others. Maximum Consensus in its
exact form is NP-hard [22]. Stochastic techniques, such
as RANSAC [23] have been proposed, which randomly
sample correspondence subsets and compute the consensus
set. Many extensions exists, which increase speed [24],
[25], improve accuracy [26] and increase robustness [27],
[28]. The convergence speed of RANSAC however scales
exponentially with the outlier rate [15] and the result
can be arbitrarily wrong upon termination. Many globally
optimal methods are based on searching through the whole
solution space using Branch-and-Bound (BnB) [29]–[31].
This has been extended with MIP [32], tree search [33],
and new bounding functions [34] to speed up computation.
In the general case, BnB has an exponential runtime
in problem size and outlier rate [15], which makes it
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hardly scalable for large problem sizes. Recently Speciale
et al. [35] formulate MC as a Mixed-Integer-Program
(MIP) and show that introducing Linear-Matrix-Inequality
Constraints speeds up computation substantially. However,
the computation time still increases with the outlier rate
and problem size. Robust sums-of-squares have also been
used, but are challenging to solve globally optimal for
realistic problems [36]. Recently, Yang et al. [37] proposed
TEASER++ that uses a Truncated-Least-Squares (TLS) cost
and leverages Graduated-non-Convexity (GNC) to solve
the rotation objective. GNC however also struggles with
very high outlier rates [15] and limited performance [21].
Fast-Global-Registration (FGR) [38] also uses a robust
least-squares cost and reformulates it with Black-Rangarajan
duality [39] to solve it efficiently. Simultaneous Pose and
Correspondence (SPC) methods are the second popular
paradigm in registration with the pioneering work ICP [40].
Numerous robust extensions have been proposed [41]–[44].
Segal et al. combine point-to-point and point-to-plane
ICP in Generalized ICP (GICP) [45]. SPC methods are
usually very fast and accurate but are highly susceptible
to local minima [3]. Recently, Murali et al. [2], [8], [46]
proposed a translation-invariant quaternion filter (TIQF)
which is a filtering-based approach for registration and
focuses on extremely sparse point clouds. Global SPC
methods such as Go-ICP [47] were proposed. Most of
the global methods are however based on BnB [48], [49],
which then again results in computationally expensive
optimization. Recently, deep learning-based methods for
registration have emerged [50]–[53]. Deep learning-based
methods, although showing great promise, exhibit not
well-understood behavior when confronted with noise and
outliers [54]. Methods to reject outliers without solving the
registration task have been proposed. Bustos et al. introduce
GORE [15], which provably only removes outliers, which
are not in the inlier set of the corresponding maximum
consensus objective. Consistency graph-based methods
encode consistency between pairs of correspondences using
invariants [55]–[57] in a graph. Outliers are then rejected by
finding the inlier set as the maximum clique. More efficient
search algorithms [16] and relaxations to the maximum
clique problem [58] have been proposed. Shi et al. [59]
generalize the concept of invariants and efficiently find the
inlier set as the maximum k-core. Consistency graph-based
methods however require the definition of an invariant (a
quantity invariant under transformation [58]).
GMCR (Ours) vs. Consistency Graph-based methods:
Consistency graph-based methods are used for fast outlier
rejection using invariants [16], [55], [56], [58], [59]. A graph
is built where nodes represent associations, edges encode
consistency, and the inlier set is given by the maximum
clique. An invariant can thus, by definition [58], not find
the inlier set for an estimation problem such as MC. On
the other hand, our graph is built such that the maximum
clique represents the inlier set of the maximum consensus
estimate. Nodes represent measurements stemming from
pairs of associations and edges encode consensus.

Contributions:
Robust point cloud registration algorithms still struggle with
high outlier rates, scalability to a large number of asso-
ciations, and various types of noise in the measurements.
Furthermore, the NP-hard nature of the MC-objective re-
quires approximate approaches to scale to realistic problem
instances.
To this end, we propose the following contributions:

(I) We propose a graph-based method to solve the max-
imum consensus objective for registration (GMCR).
We build graphs representing the consensus structure
within the data and find the maximum consensus set
as the maximum clique.

(II) We propose novel consensus functions to extract the
graph structures. Our proposed framework results in
decreasing runtime with increasing outliers while be-
ing robust to various types of outliers.

(III) We perform extensive experiments on standard bench-
marks, robot experiments, and scan-matching datasets
for point cloud registration and demonstrate that
GMCR compares favorably with state-of-the-art meth-
ods in terms of accuracy and timing.

II. METHODOLOGY

First, we decouple the overall MC objective for point cloud
registration into scale, rotation, and translation estimation.
We derive our proposed consensus functions for each ob-
jective to map the inlier structure into a graph representation
(see figure 2). Using those consensus functions, we introduce
our robust registration method GMCR and provide imple-
mentation details.

A. Problem Definition

In correspondence-based rigid point cloud registration,
points from set ai ∈ A are related to points bi ∈ B by some
scaling factor s ∈ R, rotation R ∈ SO(3) and translation
t ∈ R3. A set of point-to-point correspondences in the form
C = {(ai,bi) : ai ∈ A,bi ∈ B}NC

i=1 is given. Due to faulty
data association, C contains an unknown amount of outliers.
This can be summarized in the following model:

bi = sRai + t + oi + εi . (1)
Therein oi = 0 iff i is an inlier and εi resembles noise. To
estimate the parameters robustly we formulate a Maximum
Consensus objective with an adaptive noise bound βi and a
quadratic residual as

max
s,R,t

NC∑
i=1

I(
1

β2
i

||bi − sRai − t||2 ≤ c−2) . (2)

c−2 is the inlier threshold and I evaluates to 1 if the
expression in the bracket is true and else to 0. Furthermore,
for a given estimate we define the consensus set as the
correspondences for which the residual is below the threshold
as

I(s,R, t) = {i : (
1

β2
i

||bi − sRai − t||2 ≤ c−2)} . (3)



(a) Intervals around scale measurements sl, sm,
and sk . Is = 1 for all three pairs (sl, sm),
(sl, sk) and (sm, sk).

(b) The overlap between Mγi
(B̂kāi) and

Sγi (b̄i) shows that there exists a rotation to
align both i and k and thus IR = 1.

(c) Areas around translation measurements tk ,
tm and tl. It = 1 for all three pairs (tl, tm),
(tl, tk) and (tm, tk)

Fig. 2: Visualization of the topology of our proposed consensus functions. Dark green shows pairwise consensus and bright green the maximum consensus.

B. Decoupling the objective

The concept of decoupling to simplify the objective was
introduced by Arun et al. [60]. We use the formalism of
invariants introduced by Shi et al. [59] for rotation and
translation decoupling.
1) Translation invariant

Using vectors between pairs i and j the invariant is given
as ft(aj ,ai) = aj−ai = āji, which is then similarly applied
to B. Note that only combining two inliers leads to an inlier
pair. Thus the most robust approach is taking all-to-all pairs.
The underlying model from Eq. (1) can then be simplified
as

b̄ji = sRāji + oji + εji . (4)
The new noise bound ||εji|| ≤ ||εj || + ||εi|| = βj + βi =
δji = δk is set using the triangle inequality and oji is again
defined as arbitrary, if either i or j is an outlier. Note that in
the objectives ji = k for simplicity. The translation invariant
MC-objective is then given by

max
s,R

K∑
k=1

I
(

1

δ2
k

||b̄k − sRāk||2 ≤ c−2

)
. (5)

2) Rotation invariant
With the rotation invariance of the vector-norm, we define

the rotation invariant fR(āk) = ||āk||, which is again also
applied to b̄k. With this invariant we obtain

||b̄k|| = ||sRāk + ok + εk|| . (6)
To set the noise bound we again use the triangle inequality

||sRāk|| − δk ≤ ||sRāk + εk|| ≤ ||sRāk||+ δk (7)
and define αk = δk

||āk|| to arrive at

||b̄k|| = s||āk||+ õk + ε̃k (8)
sk = s+ õk + ε̃k . (9)

õk is defined as ok previously and sk = ||b̄k||/||āk||. Thus
the objective, which only depends on scale s, is given by

max
s

K∑
k=1

I
(

1

α2
k

(s− sk)2 ≤ c−2

)
. (10)

C. Graph-based Maximum Consensus Estimation

To solve the objectives Eq. (10), (5), and (2) we propose
our graph-based approach for maximum consensus estima-
tion. To this end, we introduce the concept of consensus func-
tions, which map the consensus structure of measurements
w.r.t. the MC-objective to a graph representation. The model

to fit to data D containing measurements (xi,yi) is given
by M. With the consensus set Im we define the consensus
function Im as:

Definition I. Let there be a function Im that can ver-
ify pairwise if measurements are in at least one con-
sensus set together. Formally Im(xi,yi,xj ,yj) = 1 iff
∃m such that i, j ∈ Im(m) and 0 else.

The consensus function is then applied to all pairs to con-
struct the graph Gm, which encodes the consensus structure:

Definition II. We define an undirected graph Gm = {V, E}
with vertex set V and edge set E . Each vertex corresponds
to one measurement xi,yi ∈ D, therefore the graph has N
vertices. Edges are present if ∃m such that i, j ∈ Im(m).

Intuitively one measurement (xi,yi) corresponds to one mi.
Given Gm, the maximum consensus set is given by nodes in
the maximum clique:

Conjecture I. Given a graph Gm according to definition II,
which was constructed using the consensus functions from
definition I, then the nodes of the maximum clique provide
a tight approximation of the maximum consensus set I∗m of
the underlying objective.

The tightness of the representation to the actual consensus
structure depends on how well pairwise consensus in Im
does relate to actual consensus. We show empirically that
the representation is tight, but leave a formal proof for future
work. In the following, we will detail the concept for scale,
rotation, and translation estimation.
1) Scale Estimation

For scale estimation (see Eq. (10)) we notice that there
exists an interval [sk − αkc, sk + αkc] around each scale
measurement sk in s, for which k is considered as inlier.
From two overlapping intervals of sk and sj , we can deduce
that k and j are in at least one consensus set together. Thus
using definition I we propose the scale consensus function
as (see fig. 2 (a))

Is(sk, sj) =


1 if (sk − αkc ≤ sj + αjc)∧

(sj − αjc ≤ sk + αkc)

0 O.T.
. (11)
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Fig. 3: Proposed robust registration framework GMCR. Given a set of point-to-point correspondences, we decouple the objective using invariants. We then
successively build graphs for the MC-objectives and find the maximum consensus set as the maximum clique. The final estimate is given in closed-form.

2) Rotation Estimation
For rotation estimation (see Eq. (5)) we follow the same

idea as in scale estimation. The derivation of the consensus
function is inspired by GORE [15]. First, we assume that k
is an actual inlier. Then there exists a rotation Rk such that

||b̄k − ŝRkāk||2 ≤
δ2
k

c2
(12)

∠(b̄k,Rkā
′
k) ≤ γk . (13)

Note that the angular error γk is defined such that the
same set of rotations is admitted. We denote the rotation that
perfectly aligns b̄k and āk as B̂k. Since a rotation defined
by two vectors is not unique, the overall rotation Rk is
composed of an additional rotation Ak around axis Bkāk as
Rk = AkBk. Formally the region around any measurement
x bounded by angular deviation ε is given by Sε(x)1. For
now let us assume, that Ak = I3. Then the region, in which
any other measurement i 6= k can lie, is given by Sγk(B̂kāi).
For the measurement i to be a possible inlier, this region has
to overlap with Sγi(b̄i), i.e. Sγk(B̂kāi) ∩ Sγi(b̄i) 6= ∅. In
other words, there has to exist a rotation, that rotates i and
k into their inlier region. For unknown Ak we define
Mk(x) = {y ∈ R3|y ∈ Sγk(Ax),A ∈ Zz, z ∈ Sγk(b̄k)}

(14)
as the possible final positions of āi, where the set of rotations
around an axis z is given by Zz2. With this, we can formulate
the consensus function for i and k as (see fig. 2b (b))

IR(āi, āk, b̄i, b̄k) =

{
1 if Sγi(b̄i) ∩Mk(B̂kāi) 6= ∅
0 O.T.

.

(15)
Mk(x) is a region bound by two circles on the sphere (see
figure 2b). To simplify the implementation, we use ξik as the
constant angle between the upper circle bounding Mk(x) and
its centroid b̄

(n)
k to check for full overlap and then negate

the result.

1Sε(x) = {y ∈ R3|∠(y,x) ≤ ε, ||x|| = ||y||}
2Zz = {exp(Θ[z]×])|Θ ∈ [−π, π]}

3) Translation Estimation
We apply the same concept as in scale and rotation to

translation estimation (see Eq. (5)). The area of consensus
for ti is given by a 3D sphere with the center ti = bi−ŝR̂ai
and the radius βi/c. Again, there only exists an estimate t
for two measurements i and j to be both considered an inlier,
if their spheres overlap. Therefore, we define the translation
consensus function as (see fig. 2(c))

It(t̂i, t̂j) =

{
1 if ||t̂j − t̂i|| ≤ βj+βi

c

0 O.T.
. (16)

We show a visualization in figure 2(c).

D. Graph-based Maximum Consensus Registration (GMCR)

The proposed graph-based approaches for scale, rotation,
and translation estimation are integrated into one robust reg-
istration framework (see figure 3). After extracting NC(NC−
1)/2 scale measurements using the translation and rotation
invariant, we estimate scale, rotation, and translation succes-
sively with our graph-based MC-approach as described in
section II-C. The implementation of the consensus functions
is straightforward since they only involve pairwise compar-
isons. Furthermore, our approach allows for any off-the-
shelf maximum clique solver. Note that although maximum
clique computation is NP-hard in general as well [61], we
observe low runtimes using the Parallel-Maximum-Clique
(PMC) solver [61] since the GMCR graphs get sparser with
increasing outlier rates. After finding the maximum clique,
we compute the final estimate using a closed-form solution
for the respective objective with a no-outlier assumption. In
the rotation case, we use Arun et al.’s method [60]. If scale is
already known, we prune outliers using consistency graphs
as proposed by Parra et al. [16]. Outlier measurements
are removed after each estimation step. Our framework is
implemented in python using CuPy for constructing the
adjacency matrices of the graphs. For PMC we use the
provided python bindings.
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Fig. 4: Time and accuracy results on Stanford Scanning Repository.

III. EXPERIMENTS

First, we evaluate our proposed method GMCR on a
synthetic registration benchmark. We also perform experi-
ments on a real object localization task for robotic manip-
ulation and on a lidar scan-matching dataset. Furthermore,
we evaluate GMCR and other robust registration methods
in the presence of structured outliers. Rotation errors are
reported as angular deviation using the geodesic distance
(| arccos((tr(R̂TRo) − 1)/2)|) and translation errors are
given as ||to − t̂||. Combined errors are reported as ADD
error ||b̂i−boi || [62], where b̂i are the estimated points and
boi the points transformed with the ground truth.

A. Synthetic Data

We use 7 point cloud models from the Stanford Scan-
ning Repository namely Armadillo, Buddha, Bunny, Dragon,
Happy Buddha, Lucy, and Statue to evaluate GMCR and
other state-of-the-art maximum consensus registration ap-
proaches. For each mesh, we sample N = 1500 points
and re-scale it to a 1m × 1m × 1m cube. To simulate
sensor corruptions in the target point cloud we sample noise
uniformly from [−0.01m, 0.01m]3. Furthermore, 200 points
on a sphere centered at the target point cloud are added.
We randomly apply a transformation from so ∈ [1, 5],
Ro ∈ SO(3), and to ∈ [−1.5m, 1.5m]3 to the target point
cloud. We perform the experiment for NC = {40, 60, 80}
correspondences with 10 Monte-Carlo runs per object and
outlier rate. For GMCR we use βi = 0.02 and c = 1.
As a comparison, we use RANSAC with 10000 iterations
and a confidence bound of 0.99. Furthermore, we use a
RANSAC10k variant with 10000 fixed iterations. Also, we
evaluated Speciale et al.’s method using the provided imple-
mentation as is, which we denote as MAXCON. We compare
timings and the matching error. Results are shown in figure
4.

B. Robust Registration with structured outliers

To evaluate GMCR in the worst-case setting of only
structured outliers, we use the same benchmark as in section
III-A with NC = 90. However, inliers are now given by
nearest neighbors of the true inliers, which is meant to
simulate slight errors in data association. Furthermore, to
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Fig. 5: Results on synthetic structured outlier benchmark.

simulate structured errors in data association, we first sample
a set of random bases and then sample the remaining outliers
randomly distributed over the base’s neighborhoods. We
compare against TEASER++ and RANSAC. Both GMCR
and TEASER++’s noise bound is empirically set to 0.07
and the threshold to 1. FGR does not estimate scale and
Speciale et al.’s method does not scale for high outlier rates.
We report accuracy over varying outlier rates, percent of
successfully registered samples (residual < 0.3m), average
inlier rate in the consensus set for GMCR and TEASER++
and the difference in median for structured outlier sampling
and random sampling. Results are shown in figure 5.

C. 3D Real Object Localization with Robotics Setup

Furthermore, we investigate GMCR on a real robotic
object pose estimation task. We use an Azure Kinect RGB-
D sensor attached to the end-effector of a 7-Degree-of-
Freedom manipulator robot. Six real-world objects are placed
in 5 scenes shuffled in position and orientation. The robot
captures 5 different viewpoints as target point clouds per
scene. After removing the ground plane, we evaluate three
different settings. In the first two experiments, we find
inlier correspondences using nearest neighbor search. 50%
Outliers are then sampled according to the strategies de-
fined in sections III-A and III-B. Finally, to simulate a
real registration pipeline, we use the Fast-Point-Feature-
Histogram (FPFH) [63] approach to estimate point-wise
features and then find a set of putative correspondences
using nearest neighbor search in feature space. A random
transformation sampled from so ∈ [0.5, 2], Ro ∈ SO(3),
and to ∈ [−1m, 1m]3 in each viewpoint is applied. Results
are reported as ADD in table I.

D. LiDAR Scan Matching

Furthermore, we also validate GMCR on a lidar scan-
matching benchmark and compare it against other state-of-



TABLE I: Results on real robotic object localization benchmark for random outlier sampling, structured outlier sampling and using FPFH correspondences.
Errors are computed as ADD.

Object 1 [m] Object 2 [m] Object 3 [m] Object 4 [m] Object 5 [m] Object 6 [m]

Random
RANSAC 0.216± 0.075 0.077± 0.023 0.109± 0.085 0.187± 0.066 0.25± 0.11 0.106± 0.079

TEASER++ 0.010± 0.007 0.013± 0.006 0.010± 0.005 0.020± 0.008 0.027± 0.013 0.010± 0.006
GMCR(Ours) 0.012± 0.008 0.015± 0.007 0.010± 0.003 0.014± 0.008 0.018± 0.004 0.012± 0.007

Structured
RANSAC 0.112± 0.101 0.074± 0.044 0.208± 0.106 0.141± 0.077 0.104± 0.073 0.193± 0.082

TEASER++ 0.020± 0.013 0.983± 0.95 1.412± 1.405 0.357± 0.342 0.013± 0.012 0.386± 0.377
GMCR (Ours) 0.015± 0.006 0.013± 0.006 0.013± 0.007 0.024± 0.011 0.021± 0.011 0.010± 0.005

FPFH
RANSAC 0.293± 0.093 0.097± 0.049 0.291± 0.102 0.288± 0.086 0.369± 0.130 0.325± 0.159

TEASER++ 0.187± 0.145 0.156± 0.036 0.317± 0.195 0.290± 0.144 0.383± 0.192 0.152± 0.082
GMCR (Ours) 0.098± 0.056 0.097± 0.019 0.197± 0.162 0.269± 0.141 0.268± 0.175 0.172± 0.089

TABLE II: Error on NuScenes-mini lidar scan matching benchmark.
R[deg] ↓ t[m] ↓ % ↑

FGR 5.25± 5.21 0.21± 0.20 49
TEASER++ 0.24± 0.14 0.03± 0.03 92
GMCR (Ours) 0.24± 0.13 0.03± 0.03 95

the-art robust registration approaches. To this end, we use
the nuScenes mini-v1.0 dataset [64]. We transform point
clouds into a global coordinate frame using the provided
ego pose. First, we sample N = 100 inlier correspondences
from the nearest neighbors with distance < 0.2m. We sample
outlier correspondences by taking 50 random outliers and
distributing N = 300 correspondences randomly in their
neighborhood. A random rotation around the z-axis and
translation element-wise sampled from [−10m, 10m] are
applied to simulate the movement of the vehicle. Results
are reported in table II.

IV. DISCUSSION

In our first set of synthetic registration experiments GMCR
exhibits much lower computation times than RANSAC10k
and MAXCON over varying outlier rates and number of
correspondences (see figure 4 (a)), while being as accurate
as RANSAC10k(see figure 4 (b)). The plain RANSAC variant
shows lower computation times, but is less robust and starts
to deteriorate at about 60% outliers. In contrast to the
other considered methods, GMCR’s runtime decreases as the
outlier rate increases, which makes it especially interesting
for applications with high outlier rates. This is due to graphs
getting sparser with increasing outlier rates and our currently
used maximum clique solver PMC becoming more efficient
with increasing sparsity. All methods do not exhibit stable
performance at 90% outliers. This can be attributed to the
absolute size of the inlier set in the case of NC = 40 leading
to high variance in performance since we average over the
three experiments. Experiments on our highly challenging
structured noise benchmark show, that our method is still
robust up to a high outlier rate, whereas RANSAC and
TEASER++ start deteriorating at about 60% outliers (see
figure 5 (c)). The drop in performance can also be seen
by the drop in the percentage of successful registrations in
figure 5 (d). The difference in accuracy compared to random
outlier sampling in figure 5 (a) shows that TEASER++ is
the most affected method in our comparison. From figure 5
(b) we see that the average inlier percentage of the scale

consensus set, which was used for computing the scale
estimate, is decreasing sharply. Also, we can see that GMCR
performs comparable in lidar scan matching to TEASER++
(see table II), which requires only estimation of rotation and
translation. Since outliers caused by ambiguities in scale
can mostly be removed through consistency graph-based
outlier removal, we hypothesize that the drop in accuracy
caused by structured outliers mainly arises during scale
estimation. Furthermore, we performed a real robotic exper-
iment with a set of 6 household objects, where we estimate
scale, rotation, and translation (see table I). Random outlier
sampling yields highly accurate results over all methods,
whereas TEASER++ and ours perform on par. Structured
outlier sampling again introduces a big drop in accuracy for
other methods, especially for TEASER++. Finally, FPFH-
based correspondences lead to a moderate performance in
all methods, whereas ours still outperforms TEASER++ and
RANSAC. Note that our objects exhibit similar surfaces and
symmetry, which makes it difficult for local descriptors to
capture differentiating features. Because of the NP-hardness
of the maximum clique problem and the exact PMC solver,
worst-case instances in runtime for GMCR are possible.
Furthermore, the problem size is currently limited by the
adjacency matrix construction and not the clique solver.

V. CONCLUSION

We proposed our novel graph-based approach to maximum
consensus point cloud registration GMCR. Using our pro-
posed consensus functions we map the decoupled objectives
to the graph domain, where the maximum consensus set is
found as the maximum clique. GMCR compares favorably
with state-of-the-art robust registration methods in timing,
accuracy, and robustness on synthetic and real benchmarks.
As future work, we would like to extend our proposed
approach for general robust perception tasks including cross-
modal perception [65], [66], robotic manipulation [67]–[70],
mobile robotics [9], and other sensing modalities [14], [71].
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