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1 Introduction

There a many connections between groups and automata (see e. g. [22]). In this article,
we are mostly concerned with automaton groups, where the term automaton usually
refers to an invertible, deterministic finite-state letter-to-letter transducer. In such an
automaton, every state q induces a function mapping an input word u to the output
word obtained by stating in q and following the path labeled by u in the input. Since
the automaton is invertible, every such function is a bijection and the closure under
composition of these functions (and their inverses) forms a group. This is the group
generated by the automaton and any group arising in this way is an automaton group.
Not every group is an automaton group but the class of automaton groups contains some
very interesting examples (see e. g. [4]). The probably most famous one is Grigochuk’s
group, which – among other interesting properties – was the historically first group of
intermediate growth (i. e. the numbers of elements that can be written as a word of length
at most n over the generators grows slower than any exponential function but faster than
any polynomial; see [12] for an introduction to this topic).

These interesting examples also led to an investigation of the algorithmic properties
of automaton groups, where the presentation using automata is an alternative to the
classical one using (typically finitely many) generators and relations. It turns out that
this presentation is still quite powerful as many decision problems remain undecidable.
For example, it is known that there is an automaton group with an undecidable conjugacy
problem [24] (given two group elements, check whether they are conjugate) and one with
an undecidable order problem [11, 3] (given a group element, check whether it has finite
order). Decidability of the finiteness problem for automaton groups (given an automaton,
check whether its generated group is finite) is still an open problem but the corresponding
problem for semigroup has been shown to be undecidable [10].

The word problem (given a group element, check whether it is the neutral element),
however, seems to have a special role for automaton groups. It is well known to be
decidable and a guess and check approach also yields that the problem can be solved in
non-deterministic linear space, even in the uniform case (where the generating automaton
is also part of the input) [23, 9]. Regarding lower bounds, Armin Weiß and the second
author proved that there is an automaton group with a PSpace-complete word problem
[25].

In this work, we will apply similar ideas to investigate the complexity of the word
problem for the lowest level of the activity hierarchy for automaton groups introduced
by Sidki [21]. This hierarchy classifies automaton groups based on the structure of the
cycles in the generating automaton. At the lowest level, which belongs to the class of
finitary automata and finitary automaton groups, the only cycles are the self-loops at an
identity state (i. e. a state where the output word is always the same as the input word).
It turns out that this class coincides with the class of (all) finite groups.

On the next level, the class of bounded automata and bounded automaton groups,
every path in the automaton may contain at most one cycle (not counting the self-loops
at a possible identity state). This class still seems “finite enough” for many problems to
be decidable. For example, the finiteness problem [7] as well as the order problem [8] are
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decidable and there are positive results on the conjugacy problem [8]; the word problem
of a bounded automaton group can be solved in deterministic logarithmic space [19, 2]
and its complement is an ET0L language [6].

We will be interested in the finitary level. As we have discussed, studying the word
problem of these groups is the same as studying the word problem of arbitrary finite
groups. It is well known that a group is finite if and only if its word problem (i. e. the
formal language of words over the generators representing the neutral element) is regular.
While this does not settle the precise complexity for the individual groups entirely, we
will approach this setting from a different perspective. We will consider the uniform
word problem, where the group is part of the input in a suitable presentation. Typical
such presentations include, for example, the classical one with generators and relations,
Caley graphs and tables or presenting the elements as matrices or permutations. Our
presentation of choice is that of using an automaton (in the way described above). Here,
we will show that the uniform word problem is coNP-complete by giving a direct re-
duction from the satisfiability problem for boolean formulae. Then, we will show that
the uniform compressed word problem, where the input state sequence is not given di-
rectly but only compressed in the form of a context-free grammar (or, more precisely, a
straight-line program), is PSpace-complete and, thus, exponentially harder (under com-
mon complexity theoretic assumptions). This reflects a similar (potentially) exponential
gap in the general case [25]. We prove this latter result by giving a direct reduction from
the satisfiability problem for quantified boolean formulae. This approach of simulating
logical formulae in automata is similar to the techniques used in [25] and we hope that
the general idea can be extended to further settings, for example, to obtain lower bound
results for further levels of the activity hierarchy. The underlying idea is to use certain
commutators for simulating logical conjunctions. This is often attributed to Barrington,
who showed [1] that non-solvable finite groups have ALogTime-complete word problems
(see [2] for more results in that direction). However, there are also similar ideas predating
Barrington [16, 17, 18, 14].

2 Preliminaries

Logic. For this paper, we will require some basic knowledge about propositional and
first-order logic. We use ⊥ to denote a false truth value and ⊤ to denote the truth value
true. We let B = {⊥,⊤} and may evaluate the truth value A(ϕ) of a formula ϕ over the
variables X under an assignment A : X → B in the usual way. If this evaluates to ⊤, we
say that A satisfies ϕ and ϕ is satisfiable if it is satisfied by some assignment. A literal
is either a variable x or the negation ¬x of a variable. In the first case, the literal is
positive and, in the second case, it is negative. A clause is a disjunction

∨n
i=1 Li of literals

Li. A conjunction
∧K

k=1Ck of clauses Ck is a formula in conjunctive normal form. If all
the clauses contain exactly 3 distinct literals, we say that the formula is in 3-conjunctive
normal form.
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Words and Group Operations. An alphabet is a non-empty, finite set Σ. A finite
sequence w = a1 . . . aℓ of elements a1, . . . , aℓ ∈ Σ is a word and its length is |w| = ℓ. The
unique word of length 0 is denoted by ε and the set of all words over Σ is Σ∗, which forms
a monoid whose operation is the concatenation of words (and whose neutral element is
ε).

We will often work with words in the context of generating a group. In this case,
we assume that, for an alphabet Q, we have a disjoint copy Q−1 = {q−1 | q ∈ Q}
of formal inverse letters. For the set of words over such positive and negative letters,
we write Q±∗ = (Q ∪ Q−1)∗ and we may extend the notation q−1 to words by letting
(q1 . . . qℓ)

−1 = q−1
ℓ . . . q−1

1 where we additionally also use the convention (q−1)−1 = q.
We say a group G is generated by Q if there is a monoid homomorphism π : Q±∗ → G
with π(q−1) = π(q)−1. In this context, we write p = q in G for π(p) = π(q) (where
p, q ∈ Q±∗) and also p = g in G if π(p) = g. So, for example, we write p = 1 in G if
π(p) is the neutral element of the group G, which we usually denote by 1.

In addition to taking the inverse, we lift further group operations to words. In analogy
to the conjugation gk = k−1gk of some group element g ∈ G by another one k ∈ G, we
also write qp for the word qp = p−1qp (where p, q ∈ Q±∗). Note that this notation is
compatible with the conjugation as we have π(qp) = π(q)π(p). We also do the same for
the commutator [h, g] = h−1g−1hg of two group elements g, h ∈ G and write [q,p] for the
word [q,p] = q−1p−1qp. Again, this is compatible with the projection π: π ([q,p]) =
[π(q), π(p)].

Automata and Automaton Groups. In the context of this paper, an automaton is a
finite state letter-to-letter transducer. Formally, an automaton T is a triple (Q,Σ, δ)
where Q is a finite, non-empty set of states, Σ is the (input and output) alphabet of T
and δ ⊆ Q × Σ × Σ × Q is the transition relation. In this context, we usually write
p qa/b for the tuple (p, a, b, q) ∈ Q × Σ × Σ × Q. This is a transition starting in p,
ending in q with input a and output b.

An automaton T = (Q,Σ, δ) is deterministic and complete if we have dp,a = |{p qa/b |
b ∈ Σ, q ∈ Q}| = 1 for all p ∈ Q and a ∈ Σ. It is additionally invertible if we also have
d′p,b = |{p qa/b | a ∈ Σ, q ∈ Q}| = 1 for all p ∈ Q and b ∈ Σ. We will call a
deterministic, complete and invertible automaton a G-automaton.

Another way of indicating that we have a transition p qa/b ∈ δ is to use the cross
diagram in Figure 1a. Multiple cross diagrams may be combined into a larger one. For
example, the cross diagram in Figure 1d indicates that we have qi,j−1 qi,j

ai−1,j/ai,j ∈ δ
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. Typically, we will omit unnecessary intermediate states
if we do not need to name them. Additionally, we also allow abbreviations in the form
of words (instead of only single letters) in the input and output and state sequences
(i. e. words over Q) on the left and the right. Note, however, that here the right-most
state of the sequence is considered to be the first state,1 which results in the abbreviated
cross diagram in Figure 1c for p = qn,0 . . . q1,0, u = a0,1 . . . a0,m, v = an,1 . . . an,m and
q = qn,m . . . q1,m.

1This makes sense as we will later on define a left action of the states on the words over Σ.
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a

p q

b

(a) Cross diagrams

b

p−1 q−1

a

(b) Inverse cross diagrams

u

p q

v

(c) Abbreviated cross diagram

a0,1 . . . a0,m
q1,0 q1,1 . . . q1,m−1 q1,m

a1,1 a1,m...
...

...
...

an−1,1 an−1,m

qn,0 qn,1 . . . qn,m−1 qn,m
an,1 . . . an,m

(d) Multiple crosses combined in one diagram

Figure 1: Single, inverted, combined and abbreviated cross diagrams

For a deterministic and complete automaton T = (Q,Σ, δ), there exists exactly one
cross diagram of the form in Figure 1c for every q ∈ Q∗ and u ∈ Σ∗. If T is additionally
invertible (i. e. it is a G-automaton), we define that we have the cross diagram in Figure 1b
for p, q ∈ Q and a, b ∈ Σ whenever we have the cross diagram from Figure 1a. Note that
we have flipped the cross diagram along its horizontal axis and inverted the states. In
this case, the cross diagram in Figure 1c uniquely exists for all p ∈ Q±∗ and all u ∈ Σ∗

(although we now also allows states from Q−1).
This allows us to define a left action of Q±∗ on Σ∗ where the action of q ∈ Q±∗ on a

word u ∈ Σ∗ is given by q ◦ u = v where v is uniquely obtained from the cross diagram
Figure 1c (the empty state sequence acts as the identity on all words by convention).
The reader may verify that we indeed have q−1q ◦ u = u = qq−1 ◦ u with our definition
of inverting cross diagrams.

For two state sequences p, q ∈ Q±∗ of a G-automaton T = (Q,Σ, δ), we define the
relation

p =T q ⇐⇒ ∀u ∈ Σ∗ : p ◦ u = q ◦ u.

It turns out that this relation is a congruence, which allows us to consider the monoid
Q±∗/=T formed by its classes. In fact, this monoid has a group structure (where the
class of q−1 is the inverse of the class of q) and this is the group generated by T . Any
group generated by some G-automaton is called an automaton group.

We use the common graphical depiction of automata, which results in a Σ×Σ-labeled
finite directed graph. If this graph does not have any cycles except for the a/a labeled self-
loops at an identity state,2 we say that the automaton is finitary. The depth of a finitary
G-automaton is the minimal number d such that, after reading at least d many letters,

2Note that any complete finite automaton must contain a cycle and that, thus, every finitary G-auto-
maton has an identity state.
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we are always in the identity state (regardless where we started). A group generated by a
finitary G-automaton is a finitary automaton group. Since, with a finitary G-automaton,
a state sequence may only act non-trivially on the first d letters (where d is the depth
of the generating automaton), a finitary automaton group is necessarily finite. On the
other hand, any finite group G is generated by the finitary automaton (G,G, δ) with
δ = {g 1

h/gh | g, h ∈ G}. Thus, studying finitary automaton groups is the same as
studying finite groups but we are interested in a certain way of presenting these groups.

Complexity. We need some notions from complexity theory for this paper. However,
we will not go into details about complexity theory and refer the reader to standard
text books on the topic (such as [20]) instead. Regarding complexity classes, we need
the class coNP which contains all problems whose complement can be solved in non-
deterministic polynomial time (i. e. is in NP) and the class PSpace of problems solvable
in polynomial space (where it does not matter whether we consider deterministic or non-
deterministic algorithms by Savitch’s theorem [20, Theorem 7.5]). Additionally, we need
LogSpace-computable functions (where LogSpace refers to deterministic logarithmic
space). When it comes to reductions, we will exclusively work with many-one LogSpace-
reductions. Formally, such a reduction from a problem A to a problem B is a LogSpace-
computable function f mapping instances of A to instances of B such that positive
instances are mapped to positive instances and negative instances are mapped to negative
ones. A problem A is C-hard for some complexity class C if any problem C ∈ C can
be reduced to A (using a many-one LogSpace-reduction). Typically, this is done by
reducing a problem which is already known to be C-hard to A (as many-one LogSpace-
reductions are closed under composition, see e. g. [20, Proposition 8.2]). If a C-hard
problem is also contained in C, it is C-complete.

Balanced Iterated Commutators. In addition to the normal commutator of two ele-
ments, we also need iterated commutators which we recursively split in the middle.

Definition 2.1 (compare to [25, Definition 3]). For words α, β, q1, . . . , qD ∈ Q±∗ where
D = 2d is a power of two, we define Bβ,α[qD, . . . , q1] by induction on d and let

Bβ,α[q1] = q1 and

Bβ,α[qD, . . . , q1] =
[

Bβ,α[qD, . . . , qD
2
+1]

β , Bβ,α[qD
2

, . . . , q1]
α
]

.

This also immediately yields an operation Bβ,α[gD, . . . , g1] for group elements g1, . . . , gD
using the natural evaluation in the group.

The reason for introducing balanced iterated commutators is that we may use them to
simulate a D-ary logical conjunction in groups. The idea here is that the neutral element
1 belongs to ⊥ and all other elements are considered to belong to ⊤. One direction of
the simulation then works in any group as we state in the following fact.3

3The fact can be proved using a simple induction on the structure of the balanced iterated commutators,
see [25, Fact 4].
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Fact 2.2 (see [25, Fact 4]). Let a group G be generated by the alphabet Q and let
α, β, q1, . . . , qD ∈ Q±∗ for some D = 2d. If there is some 1 ≤ i ≤ D with qi = 1

in G, we have Bβ,α[qD, . . . , q1] = 1 in G.

The reason that we use balanced iterated commutators (instead of the usual ones of the
form

[

gD, [gD−1, . . . , g1]
]

) is that, this way, the depth remains logarithmic in the number
of entries. This allows us to compute the balanced iterated commutator from its entries
in logarithmic space.

Fact 2.3 (see [25, Lemma 7]). The balanced commutator Bβ,α[qD, . . . , q1] can be com-
puted from q1, . . . , qD ∈ Q±∗ and α, β ∈ Q±∗ in logarithmic space.

Normally, we cannot simply add balanced iterated commutators to cross diagrams and
expect the resulting diagram to still hold. However, this is possible if all the entries (and
the conjugating elements α and β) act trivially on the input word (which can be seen by
a simple induction on the structure of the balanced iterated commutators).

Fact 2.4 (see [25, Fact 8]). Let T = (Q,Σ, δ) be a G-automaton, u ∈ Σ∗, α, β, q1, . . . , qD ∈
Q±∗ with D = 2d then the cross diagrams

u

q1 q′1
u

...
...

...

u

qD q′D
u

u

α α′

u

u

β β′

u

and

imply the cross diagram

u

Bβ,α[qD, . . . , q1] Bβ′,α′ [q′D, . . . , q
′
1]

u

.

The Group A5. We have already seen in Fact 2.2 that the balanced iterated commutator
collapses to 1 (which corresponds to ⊥) if one of its entries is equal to 1 (i. e. corresponds
to ⊥). This is one of the two directions to use the commutators as logical conjunctions.
The other direction, however, does not hold for all elements of all groups. That is why
we next look at the group A5 of even permutations on the five-element set {a1, . . . , a5}.

In A5 there is a non-identity element which is its own commutator (up to suitable
conjugation).4

4Such an element exists since there are two five-cycles in A5 whose commutator is again a five-cycle
and since five-cycles are always conjugate (see [1, Lemma 1 and 3]).
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Fact 2.5 (compare to [25, Example 5]). There are elements σ, α, β ∈ A5 with σ 6= 1 and
σ = [σβ, σα].

The idea is now that we use σ from Fact 2.5 as an element representing ⊤. Again, using
a simple induction on the structure of balanced iterated commutators (where Fact 2.5 is
used for the inductive step), we obtain that balanced iterated commutators whose entries
are all σ (which corresponds to ⊤) also evaluate to σ (i. e. to ⊤).

Fact 2.6 (compare to [25, Example 5]). For the elements σ, α, β ∈ A5 from Fact 2.5, we
have Bβ,α[σ, . . . , σ] = σ for any number of entries in the commutator (which is a power
of two).

3 The Word Problem

The Uniform Word Problem. The uniform word problem for finitary automaton groups
is the decision problem

Input: a finitary G-automaton T = (Q,Σ, δ) and
a state sequence q ∈ Q±∗

Question: is q = 1 in G (T )?
In this section, we will show that it is coNP-complete.

Proposition 3.1. The uniform word problem for finitary automaton groups is in coNP.

Proof. We solve the complement of the problem by a guess and check approach in NP.
First, we guess a witness u on which q acts non-trivially. The length of a shortest such
witness is at most the depth of the automaton T , which, in turn, is bounded by the size
of T . Thus, the witness can be guessed in linear time.

Then, we compute ui = qi . . . q1 ◦ u for q = qℓ . . . q1 (with qi ∈ Q, 1 ≤ i ≤ ℓ) state by
state. This requires time |q| · |u| and is, thus, certainly possible in polynomial time.

Proposition 3.2. The uniform word problem for finitary automaton groups is coNP-
hard (under many-one LogSpace-reductions). This remains true if we fix a set with five
elements as the alphabet of the input automaton.

Proof. We reduce the NP-hard5 satisfiability problem for boolean formulae
Input: a boolean formula ϕ in 3-conjunctive normal form
Question: is ϕ satisfiable?

to the complement of the stated problem by using a many-one LogSpace-reduction. In
other words, we need to map (in logarithmic space) a boolean formula ϕ in 3-conjunctive
normal form over a set of variables X = {x1, . . . , xN} to a finitary G-automaton T and a
state sequence q such that q does not act as the identity if and only if ϕ is satisfiable.

As ϕ is in 3-conjunctive normal form, we may write ϕ =
∧K

k=1Ck where every clause
Ck contains exactly three distinct literals over X. Without loss of generality, we may

5This is a well-known classical NP-complete problem, see e. g. [20, Problem 9.5.5]
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γN γN−1 . . . γ0 id
a/a a/a a/a a/γ(a)

a/a

Figure 2: Schematic depiction of the automaton part for the states {αn, βn | 0 ≤ n ≤ N}.
This part exists for γ ∈ {α, β} (where α and β refer to the elements defined in
Fact 2.5) and the dashed state refers to the already defined identity state. All
transitions exist for all a ∈ Σ.

assume that no clause contains the same variable as a positive and a negative literal (as
such clauses are satisfied by all assignments and can, thus, be dropped). In other words,
we have Ck = (¬)xn1

∨ (¬)xn2
∨ (¬)xn3

for three pairwise distinct n1, n2 and n3 with
1 ≤ n1, n2, n3 ≤ N .

As the alphabet of the automaton T , we use the set Σ = {a1, . . . , a5} with five elements.
From this set, we take two arbitrary letters and identify them with ⊥ and ⊤, respectively.
This allows us to encode an assignment A : X → B as the word 〈A〉 = A(xN ) . . .A(x1) of
length N .6 Note that a word w ∈ Σ∗ of length N encodes an assignment (i. e. w = 〈A〉
for some assignment A) if and only if w ∈ {⊥,⊤}∗.

The general idea is now that we check for every clause Ck whether the first N letters
of the input form an encoding of an assignment satisfying Ck. If this is not the case (i. e.
if a letter different to ⊥ and ⊤ appears or if the encoded assignment does not satisfy Ck),
we will go into an identity state, which can be thought of as a “fail” state. Otherwise,
we end in a state corresponding to σ from Fact 2.5. Finally, we will use the balanced
commutator from Definition 2.1 to make a conjunction of all these checks.

We will give a precise definition of the automaton T = (Q,Σ, δ) by describing var-
ious parts. First, we need the mentioned identity state id ∈ Q (with the transitions
{id ida/a | a ∈ Σ} ⊆ δ).

In order to eventually realize the balanced iterated commutator as a logical conjunction,
we also need some technical states for the elements α and β from Fact 2.5. These states
ignore the first N letters and then act as α or β on the (N + 1)-th letter. For this, we
use the states {αn, βn | 0 ≤ n ≤ N} ⊆ Q with the transitions

{αn αn−1
a/a , βn βn−1

a/a | 0 < n ≤ N, a ∈ Σ}

∪ {α0 ida/α(a) , β0 ida/β(a) | a ∈ Σ} ⊆ δ.

This results in the automaton part graphically depicted in Figure 2 (for γ ∈ {α, β}).
Note that, for γ ∈ {α, β} and all 1 ≤ n ≤ N , we have the cross diagram

w a

γn γ0 id

w γ(a)

(1)

6Note that the right-most letter here corresponds to the first variable x1. We could have done this the
other way round as well but it turns out that this numbering has some technical advantages.
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σN σN−1 . . . σ0 id
⊥/⊥

⊤/⊤

b/b

⊥/⊥

⊤/⊤

b/b

⊥/⊥

⊤/⊤

a/γ(a)
a/a

Figure 3: The automaton part for the states {σn | 0 ≤ n ≤ N} where σ refers to the
element defined in Fact 2.5), the dashed state refers to the already defined
identity state and the transitions exist for all a ∈ Σ and b ∈ Σ \ {⊥,⊤}.

for all w ∈ Σ∗ of length n and a ∈ Σ. In particular, we have the invariant that γN acts
trivially on the first N letters of all words. Also note that this part of the automaton
does not introduce any cycles (in fact, after at most N + 1 many letters we always end
up in the identity state) and that it can be computed in logarithmic space as we only
need to count up to the value of N .

Then, we need states that check whether the first N letters are either ⊥ or ⊤ and, if
this is the case, act like σ (from Fact 2.5) on the (N + 1)-th letter. Otherwise, they will
go to the identity state as a “fail” state. For this, we use the states {σn | 0 ≤ n ≤ n} ⊆ Q
together with the transitions

{

σn σn−1
⊥/⊥ , σn σn−1

⊤/⊤ , σn idb/b | 0 < n ≤ N, b ∈ Σ \ {⊥,⊤}
}

∪
{

σ0 ida/σ(a) | a ∈ Σ
}

⊆ δ.

See Figure 3 for a graphical representation. By construction, we obtain for all 0 ≤ n ≤ N
the cross diagram

w

σn

{

σ0 if w ∈ {⊥,⊤}∗

id otherwise
w

(2)

for all w ∈ Σ∗ of length n. Recall that, for a word w ∈ Σ∗ of length N , we have w = 〈A〉
for some assignment A if and only if w ∈ {⊥,⊤}∗ (i. e. if we are in the upper case in the
above diagram). We have, in particular, that σN does not change the first N letters. Note
that this part does not introduce any cycles either and may be computed in logarithmic
space (as we again only need a counter up to N).

Most interesting are those parts of the automaton which are used to verify whether a
clause is satisfied. In order to describe these parts, consider the clause Ck = L3∨L2∨L1

for all 1 ≤ k ≤ K where Li for i ∈ {1, 2, 3} is either a positive or a negative literal of
a variable xni

. Without loss of generality, we may assume 1 ≤ n3 < n2 < n1 ≤ N and
we say that xni

appears positively in Ck if Li = xni
and it appears negatively in Ck if

Li = ¬xni
(for some i ∈ {1, 2, 3}). If a variable appears neither positively nor negatively,

we say that it does not appear in Ck.

10



ck,N . . . ck,n3
ck,n3−1

σn3−1

. . .

. . .

ck,n2

σn2

ck,n2−1

σn2−1

. . .

. . .

id

σ0

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤
/
⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊤/⊤

⊥
/
⊥

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

a/σ(a)

xn3
xn2

Figure 4: Part of the automaton for the states {ck,n | 0 < n ≤ N}. We assume xn3
to

appear positively in Ck while xn2
is assumed to appear negatively. The part for

xn1
is not drawn for space reasons. Dashed states and transitions are already

defined above. The transition on the right exists for all a ∈ Σ and missing
transitions are of the form b/b and go to id (for b ∈ Σ \ {⊥,⊤}).

Now, in order to verify whether the clause Ck is satisfied, we use the states {ck,n | 0 <
n ≤ N} ⊆ Q with the transitions

{ck,n ck,n−1
⊥/⊥ , ck,n ck,n−1

⊤/⊤ | 0 < n ≤ N,xn does not appear in Ck}

∪ {ck,n ck,n−1
⊥/⊥ , ck,n σn−1

⊤/⊤ | 0 < n ≤ N,xn appears positively in Ck}

∪ {ck,n σn−1
⊥/⊥ , ck,n ck,n−1

⊤/⊤ | 0 < n ≤ N,xn appears negatively in Ck}

∪ {ck,n idb/b | 0 < n ≤ N, b ∈ Σ \ {⊥,⊤}} ⊆ δ

where we identify ck,0 with the identity state id. This results in the automaton part
schematically depicted in Figure 4.

The reader may verify that we obtain the cross diagram

w

ck,N

{

σ0 if w = 〈A〉 such that A satisfies Ck

id otherwise
w

(3)

for all w ∈ Σ∗ of length N and all 1 ≤ k ≤ K by construction of the automaton. Note
here that the “otherwise” case occurs if w contains a letter different to ⊥ and ⊤ (i. e. it
does not encode an assignment) and if w encodes an assignment which does not satisfy Ck.
Also note that this part does not introduce any cycles either (again, we are in the identity
state after at most N +1 many letters) and that we may compute it in logarithmic space
since we only need to count up to N .

This concludes the definition of T and it remains to define q. For this, we assume
without loss of generality that K is a power of two. We may do this since we can
easily just repeat one of the clauses and only have to count up to the next power of two
(which can be done in logarithmic space). To actually define q, we may now use the
balanced commutator from Definition 2.1. In order to simplify our notation a bit, we
will simply write Bn[qℓ, . . . , q1] for any 0 ≤ n ≤ N instead of Bβn,αn

[qℓ, . . . , q1] (for any
q1, . . . , qℓ ∈ Q±∗). Using this convention, we let

q = BN [cK,N , . . . , c1,N ] .

Please note that q may be computed in logarithmic space by Fact 2.3.
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This concludes the definition of the reduction function and it remains to show q 6=T id
if and only if ϕ is satisfiable. We start by looking at how q acts on a word w ∈ Σ∗ of
length N . From the cross diagrams (3), we obtain the black part of the cross diagram

w

c1,N q1

w
...

...
...

w

cK,N qK

w

B
N
[

]
,

,

B
0
[

]
,

,

q = (4)

where we have qk = σ0 if w = 〈A〉 for some assignment A that satisfies Ck and qk = id
otherwise (i. e. if w does not encode a suitable assignment or if the assignment does not
satisfy Ck). By combining Fact 2.4 with the left part of the cross diagrams (1) (for γ = α
and γ = β where n = N), we may add the balanced commutators to the cross diagram
(gray additions above).

Now, assume that there is some assignment A : X → B such that A satisfies ϕ. Note
that σ0 acts on the first letter like σ (from Fact 2.5) and then like the identity on all
following letters. Thus, Fact 2.6 yields B0[σ0, . . . , σ0] =T σ0 (where the number of σ0
inside the commutator is any power of two) and we get the cross diagram

〈A〉 a

q B0[σ0, . . . , σ0] =T σ0 id

〈A〉 σ(a)

(5)

for this assignment from diagram (4). This shows that q acts non-trivially on 〈A〉a for
some a ∈ Σ and, thus, q 6=T id.

For the other direction, assume that ϕ is not satisfiable. We will show that q acts as
the identity on all words of length at least N+1 (and, thus, in particular, also on shorter
ones). Consider a word wau ∈ Σ∗ where w is of length N and a ∈ Σ. From the cross
diagram (4), we obtain the black part of the cross diagram

w a u

q B0[qK , . . . , q1] =T id id id

w a u

. (6)

Now, we have to consider two cases. If w does not encode an assignment, all q1, . . . , qK
will be equal to id (by cross diagram (4)). If w does encode an assignment A, this
assignment cannot satisfy all clauses in ϕ (as ϕ is not satisfiable) and there must be
some 1 ≤ k ≤ K such that A does not satisfy the clause Ck. For the above cross

12



diagram, this implies qk = id. Thus, in both cases, there is some 1 ≤ k ≤ K with qk = id
and we have B0[qK , . . . , q1] =T id by Fact 2.2, which yields the gray additions to the
above cross diagram. In particular, we have q ◦ wau = wau and, in general, q =T id as
desired.

Remark 3.3. The automaton constructed by the reduction for Proposition 3.2 has (3 +
K) · (N + 1) + 1 many states where N is the numbers of variables in the input formula
and K is the number of clauses. The depth of the automaton is N + 1.

Proposition 3.1 and Proposition 3.2 constitute the two parts of showing that the word
problem is coNP-complete.

Theorem 3.4. The word problem for finitary automaton groups is coNP-complete.

4 The Compressed Word Problem

Straight-line Programs. A straight-line program (or SPL) is a context-free grammar
which generates exactly one word. A context-free grammar mainly consists of a set of
rules where the left-hand side consists of a single non-terminal symbol and the right-hand
side is a finite word whose letters may be non-terminal or terminal symbols. A word is
generated by starting at a dedicated non-terminal starting symbol and then iteratively
replacing non-terminal symbols by matching right-hand sides of rules until only terminal
symbols are left. By convention, non-terminal symbols are usually capitalized while
terminal symbols are lowercase. More details may be found in any introductory textbook
on formal language theory (see e. g. [13]).

Remark 4.1. The word generated by an SLP may be exponential in the size of the SLP.
An example for this is given by the rules A1 → a and An+1 → AnAn (for 1 ≤ n ≤ N).

The Compressed Word Problem. The uniform compressed word problem for finitary
automaton groups is the problem

Input: a finitary G-automaton T = (Q,Σ, δ) and
a straight-line program generating a state sequence q ∈ Q±∗

Question: is q = 1 in G (T )?
The difference to its ordinary version is that the state sequence is not given directly but
only by a generating straight-line program. Due to the potential exponential blow-up
when decompressing the SLP, the complexity of the compressed version differs in many
cases from the one of the ordinary word problem. More information on the compressed
word problem may be found in [5, 15].

In this section, we will show that the uniform compressed word problem for finitary
automaton groups is PSpace-complete.

Proposition 4.2. The uniform compressed word problem for finitary automaton groups
is in PSpace.

13



Proof. We follow the same guess and check approach as in the proof for Proposition 3.1.
Since the length of the witness (on which q acts non-trivially) is bounded by the size
of T , it can clearly be guessed in linear space. The more interesting part is the “check”
part. Here, we cannot simply decompress q and then apply it state by state (since q
can be exponentially long). However, we can still compute (and store) the intermediate
ui directly from the SLP. We start with the rule S → αℓ . . . α1 where the αi are either
terminal symbols (i. e. states) or non-terminals. We apply the symbols αi from right to
left to u. If αi is a state, we can directly apply it to the current word. If it is a non-
terminal symbol αi = B, we descend recursively into the rule B → βk . . . β1. For this, we
have to store where we were in the previous rule (this can, for example, be done using a
pointer, which is clearly possible even in linear space). Note that we may assume that
the same non-terminal symbol does not appear twice in the same recursive branch as
this would correspond to a syntax tree with multiple instances of the same non-terminal
symbol on one branch, which cannot occur if the grammar only generates a single word.
Thus, in the worst case, we need to store one position for every rule in the input, which
is still possible in linear space.

For the other direction – namely to prove that our problem is PSpace-hard – we will
use the following problem to make the reduction.

Theorem 4.3. The problem 3-QBF

Input: a quantified boolean formula ϕ = ¬∀xN¬∀XN−1 . . .¬∀x1 : ϕ0

where ϕ0 is in 3-conjunctive normal form and
contains no other variables than {x1, . . . , xN}.

Question: is ϕ true?

is PSpace-complete (under many-one LogSpace-reductions).

Proof. We reduce the problem
Input: ϕ = ∃x1∀x2 . . . QNxN : ϕ0 where ϕ0 is in conjunctive normal form
Question: does ϕ hold?

where QN = ∃ if N is odd and QN = ∀ is N is even, which is PSpace-complete (under
many-one LogSpace-reductions) by [20, Theorem 19.1], to the special version stated in
the theorem.

First, we split up all clauses with more than three literals in the common way7 by
using the fact that L1 ∨ · · · ∨ Lℓ and ∃z : (L1 ∨ L2 ∨ z) ∧ (¬z ∨ L3 ∨ . . . Lℓ) (where z
is a new, so-far unused variable) are equivalent (i. e. they are satisfied by exactly the
same assignments). This introduces additional existential quantifiers at the innermost
position.

Clauses with less than three literals can be padded with new variables by using the
fact that any literal L is equivalent to ∀z : (L∨z) (where z is again a new variable). This
introduces additional universal quantifiers at the innermost position.

7This is usually used to prove that 3-SAT is NP-complete (see e. g. [20, Problem 9.5.2]).
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tN−1 tN−2 . . . t0 id
⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊥

⊤/⊤

⊥/⊤

⊤/⊥

Figure 5: The additional automaton part with the states {tn | 0 ≤ n < N}. Missing
transitions are b/b transitions to the identity state (for b ∈ Σ \ {⊥,⊤}).

We may ensure that the quantifiers are alternating between ∃ and ∀ by adding dummy
variables not appearing in the matrix (i. e. the inner part of the formula without quan-
tifiers) of the formula. This results in a formula of the form ∃xN ′∀xN ′−1 . . . ∃x2∀x1 : ϕ′

0

where ϕ′
0 is in 3-conjunctive normal form which is equivalent to the original formula.

Finally, we use the equivalence of ∃z : ψ and ¬∀z : ¬ψ to eliminate all existential
quantifiers.

Note that each of these steps can be computed in LogSpace and that, thus, the whole
reduction can be done in LogSpace.

Proposition 4.4. The uniform compressed word problem for finitary automaton groups
is PSpace-hard (under many-one LogSpace-reductions). This remains true if we fix a
set with five elements as the alphabet of the input automaton.

Proof. We reduce 3-QBF from Theorem 4.3 to the (complement of the) compressed word
problem for fintary automaton groups (in LogSpace). For this, assume that we get a
quantified boolean formula ϕ = ¬∀xN¬∀xN−1 . . .¬∀x1 : ϕ0 where ϕ0 is in 3-conjunctive
normal form and contains no other variables than {x1, . . . , xN}. First, we perform the
LogSpace-computable reduction described in the proof of Proposition 3.2 using ϕ0 as
the input. This yields a finitary G-automaton T = (Q0,Σ, δ0) with Σ = {a1, . . . , a5} and
a state sequence q0 ∈ Q±∗

0 . Then we perform a second reduction on this output (which
is possible since LogSpace-computable functions are closed under composition, see, for
example, [20, Proposition 8.2]). Here, we need to compute a finitary G-automaton T and
a state sequence q encoded as an SLP such that q 6=T id if and only if ϕ holds.

To obtain the automaton T = (Q,Σ, δ), we extend T0 by some additional states (but
keep the alphabet the same: Σ = {a1, . . . , a5}). The new states are {tn | 0 ≤ n < N}
with the additional transitions

{

tn tn−1
⊥/⊥ , tn tn−1

⊤/⊤ , tn idb/b | 0 < n < N, b ∈ Σ \ {⊥,⊤}
}

∪
{

t0 id⊥/⊤ , t0 id⊤/⊥ , t0 idb/b | b ∈ Σ \ {⊥,⊤}
}

⊆ δ

(where ⊥ and ⊤ refer to the special elements from Σ chosen in the proof of Proposition 3.2
and id is the identity state of T0). This new automaton part is depicted in Figure 5.
Note that we have not introduced any cycles and that this new part may be computed
in logarithmic space (as we only need a counter up to the value of N). By construction,
we obtain the cross diagram

w a

tn t0 id

w ¬a

(7)
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for all 0 < n < N where w ∈ {⊥,⊤}∗ is of length n, a ∈ {⊥,⊤} and ¬a denotes the
negation of a (i. e. ¬a = ⊤ if a = ⊥ and ¬a = ⊥ if a = ⊤). For general words w ∈ Σ∗ of
length 0 < n < N and letters a ∈ Σ, we get the cross diagram

w a

tn t′ id

w ã

(8)

where we have t′ = t0 and ã = ¬a if wa ∈ {⊥,⊤}∗ and t′ = id and ã = a otherwise.
We will define the state sequence q inductively and will use this inductive structure in

the end to compute an SLP generating q. We already have q0 and, for 0 < n ≤ N , we
let

q′n = BN [q
tN−n

n−1 , qn−1] and qn =
(

q′n
)−1

σN

(using the notation Bn for Bβn,αn
introduced in the proof of Proposition 3.2).

The reason for choosing the qn in this way is to satisfy a certain invariant. To state it,
recall that ϕ0 is already given, let ϕ′

0 = ϕ0 and

ϕ′
n = ∀xn : ϕn−1 and ϕn = ¬ϕ′

n

for 0 < n ≤ N . Note that this means

ϕn = ¬∀xn . . .¬∀x1 : ϕ0

and ϕ′
n is the same except that it misses the out-most negation. In particular, we have

ϕN = ϕ. Before we finally state the invariant, we extend the notation 〈A〉 from the proof
of Proposition 3.2 to assignments A : {xn+1, . . . , xN} → B (for 0 ≤ n ≤ N) by letting
〈A〉 = A(xN ) . . .A(xn+1) ∈ {⊥,⊤}∗ ⊆ Σ∗. Note that |〈A〉| has length N − n and that
the empty word is the encoding of an empty assignment. Now, the invariant we want to
satisfy with the qn is that, for all 0 ≤ n ≤ N , all words u ∈ Σ∗ of length N − n and all
words v ∈ Σ∗ of length n, we have the black part of the cross diagram

u v

σN =

{

σ0 if uv ∈ {⊥,⊤}∗

id otherwise
u v

(q′n)
−1 =T

{

(σ0)
−1 if u = 〈A〉 s. t. A satisfies ϕ′

n and v ∈ {⊥,⊤}∗

id otherwise
u v

qn =

(9)
where we let q′0 = q0 and use the convention that the empty assignment satisfies a
(closed)8 formula if and only if the formula holds. Note that the (black) “otherwise”

8A formula is closed if it does not have any free variables, i. e. if all appearing variables are bound by
a quantifier.
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case includes the case that u or v is not from {⊥,⊤}∗ and the case that u encodes an
assignment not satisfying ϕ′

n.
As soon as we have established this invariant for some n, we immediately also get a

version where we take the inverses of the states (this is possible since the action is trivial;
normally, we would have to additionally flip the diagram along the horizontal axis). Using
the cross diagram (2) (from the proof of Proposition 3.2), we may add an additional line
for σN and obtain the gray additions to the above diagram for 0 < n ≤ N . Note that
the product of the state sequences on the right hand side acts trivially if u = 〈A〉 for
some A which satisfies ϕ′

n (this is the case if and only if A does not satisfy ϕn = ¬ϕ′
n)

and v ∈ {⊥,⊤}∗. It also acts trivially if uv 6∈ {⊥,⊤}∗. On the other hand, it acts like
σ0 if u = 〈A〉 for some A which does satisfy ϕn = ¬ϕ′

n and v ∈ {⊥,⊤}∗. This yields the
cross diagram

u v

qn =T

{

σ0 if u = 〈A〉 s. t. A satisfies ϕn and v ∈ {⊥,⊤}∗

id otherwise
u v

(10)

for all 0 ≤ n ≤ N , all words u ∈ Σ∗ for length N − n and all words v ∈ Σ∗ of length n.
To prove the invariant (i. e. the black part of cross diagram (9)), we use induction on

n. For n = 0, we have to show the cross diagram

u ε

q′0 = q0 =T

{

σ0 if u = 〈A〉 s. t. A satisfies ϕ′
0 (which is equal to ϕ0)

id otherwise
u ε

for u ∈ Σ∗ of lengthN . This, however, has already been established by the cross diagrams
(5) and (6) in the proof of Proposition 3.2.

For the inductive step from n− 1 to n, consider a word u ∈ Σ∗ of length N −n, a ∈ Σ
and v ∈ Σ∗ of length n− 1. We have the black part of the cross diagram

u a v

qn−1 pn,0

u a v

tN−n id id

u ã v

qn−1 pn,1

u ã v

t−1
N−n id id

u a v

B
N

[
]

,

q′n =

B
0

[

]

,

(11)
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where we have

pn,0 =T

{

σ0 if ua = 〈A′〉 s. t. A′ satisfies ϕn−1 and v ∈ {⊥,⊤}∗

id otherwise

pn,1 =T

{

σ0 if uã = 〈Ã′〉 s. t. Ã′ satisfies ϕn−1 and v ∈ {⊥,⊤}∗

id otherwise.

The shaded parts are due to induction (compare to cross diagram (10)) and lines involving
tN−n follow from cross diagram (8).

By Fact 2.4 (and the cross diagram (1) for γ ∈ {α, β} from the proof of Proposition 3.2),
we may add balanced iterated commutators to the above cross diagram and obtain the
gray additions.

For the above cross diagram, we do a case distinction. If we have uav 6∈ {⊥,⊤}∗, we
get pn,0 =T pn,1 =T id and, thus, for the state sequence on the right B0[pn,1,pn,0] =T id.

Now, assume uav ∈ {⊥,⊤}∗ and, in particular, a ∈ {⊥,⊤}. In this case, we have
u = 〈A〉 for some A : {xn+1, . . . , xN} → B and ã = ¬a (see cross diagram (8)). Let
ua = 〈A′〉 and uã = 〈Ã〉. Note that we have A′(xn) = a = ¬Ã′(xn) (and A′(xm) =
Ã′(xm) = A(xm) for all n < m ≤ N). If A satisfies ϕ′

n = ∀xn : ϕn−1, we, therefore, have
that A′ and Ã′ both satisfy ϕn−1. This yields pn,0 =T pn,1 =T σ0 (by the above definition
of pn,0 and pn,1) and, thus, for the state sequence on the right B0[pn,1,pn,0] =T σ0 by
Fact 2.6. On the other hand, if A does not satisfy ϕ′

n = ∀xn : ϕn−1, we must have that
A′ or Ã′ does not satisfy ϕn−1. In this case, we have pn,0 =T id or pn,1 =T id and, thus,
for the state sequence on the right, B0[pn,1,pn,0] =T id by Fact 2.2. This shows that the
cases for the gray additions to cross diagram (11) reflect exactly the black part of cross
diagram (9), which shows the invariant.

Considering the special case n = N for cross diagram (10), we have obtain

ε v

qN =T

{

σ0 if ϕN holds and v ∈ {⊥,⊤}∗

id otherwise
ε v

for all v ∈ Σ∗ of length N . This shows that we have qN =T id if ϕN (which is equal to ϕ)
does not hold. If it does hold, on the other hand, we have qN ◦ ⊥Na = ⊥Nσ(a) 6= ⊥Na
for some a ∈ Σ (since σ is not the identity permutation). Thus, we may choose q = qN
as the sought state sequence and it remains to show how an SLP generating qN can be
computed in logarithmic space.

Note that q0 may be computed in logarithmic space (we obtain this from the proof of
Proposition 3.2). Thus, we may begin with the rule A0 → q0 and add the rules

A′
n → β−1

N t−1
N−nA

−1
n−1tN−nβN α−1

N A−1
n−1αN β−1

N t−1
N−nAn−1tN−nβN α−1

N An−1αN

= BN [A
tN−n

n−1 , An−1] and

An → (A′
n)

−1σN
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for 1 ≤ n ≤ N , where we also implicitly add the rules for (A′
n)

−1 and A−1
n by mirroring

the right-hand sides and inverting every symbol. Note that these rules may be computed
in logarithmic space. We choose AN as our starting symbol and the reader may verify that
A′

n generates q′n and An generates qn (this follows directly from the inductive definitions
of the An, A′

n and qn, q′n).

Proposition 4.2 and Proposition 4.4 form the two directions for the following theorem.

Theorem 4.5. The uniform compressed word problem for finitary automaton groups is
PSpace-complete.
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