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ABSTRACT

Social media platforms have been growing at a rapid pace, attracting users’ engagement with the

online content due to their convenience facilitated by many useful features. Such platforms provide

users with interactive options such as likes, dislikes as well as a way of expressing their opinions in

the form of text (i.e., comments). As more people engage in different social media platforms, such

platforms will increase in both size and importance. This growth in social media data is becoming

a vital new area for scholars and researchers to explore this new form of communication. The

huge data from social media has been a massive aid to researchers in the mission of exploring the

public’s behavior and opinion pursuing different venues in social media research.

In recent years, social media platforms have facilitated the way people communicate and interact

with each other. The recent approach in analyzing the human language in social media has been

mostly powered by the use of Natural Language Processing (NLP) and deep learning techniques.

NLP techniques are some of the most promising methods used in social media analyses, including

content categorization, topic discovery and modeling, sentiment analysis. Such powerful methods

have boosted the process of understanding human language by enabling researchers to aggregate

data relating to certain events addressing several social issues.

The ability of posting comments on these online platforms has allowed some users to post racist

and obscene contents, and to spread hate on these platforms. In some cases, this kind of toxic

behavior might turn the comment section from a space where users can share their views to a

place where hate and profanity are spread. Such issues are observed across various social media

platforms and many users are often exposed to these kinds of behaviors which requires comment

moderators to spend a lot of time filtering out these inappropriate comments. Moreover, such

textual “inappropriate contents” can be targeted towards users irrespective of age, concerning a

variety of topics not only controversial, and triggered by various events.

Our work is primarily focused on studying, detecting and analyzing users’ exposure to this kind of
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toxicity on different social media platforms utilizing state-of-art techniques in both deep learning

and natural language processing areas, and facilitated by exclusively collected and curated datasets

that address various domains. The different domains, or applications, benefit from a unified and

versatile pipeline that could be applied to various scenarios. Those applications we target in this

dissertation are: (1) the detection and measurement of kids’ exposure to inappropriate comments

posted on YouTube videos targeting young users, (2) the association between topics of contents

cover by mainstream news media and the toxicity of the comments and interactions by users, (3)

the user interaction with, sentiment, and general behavior towards different topics discussed in

social media platforms in light of major events (i.e., the outbreak of the COVID-19 pandemic).

Our technical contribution is not limited to only the integration of the various techniques borrowed

from the deep learning and natural language processing literature to those new and emerging prob-

lem spaces, for socially relevant computing problems, but also in comprehensively studying vari-

ous approaches to determine their feasibility and relevant to the discussed problems, coupled with

insights on the integration, as well as a rich set of conclusions supported with systematic measure-

ments and in-depth analyses towards making the online space safer.
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CHAPTER 1: INTRODUCTION

Understanding the ways humans are interacting and communicating with each other has become

more feasible to research thanks to the reliance of people on social media for communication. This

has allowed access to the unprompted feelings and opinions of people from different cultures and

backgrounds. Such access used to be challenging since researchers used to get such access by

collecting users’ opinions and feelings through traditional methods such as surveying groups of

people. This has provided researchers with a great opportunity of accessing a large scale of users’

opinion in people’s own words from social media.

Among the various platforms, YouTube is the most popular video-sharing platform and is com-

monly used by children as an alternative to traditional TV, and as a source of entertainment and

educational materials alike. A recent study by [68] reported that 81% of U.S. parents allow their

children to use YouTube as an entertainment activity. Another study shows that children under the

age of eight spend 65% of their time on the Internet using YouTube [24]. Therefore, researchers

have spent enormous efforts understanding the age-appropriate experience of children and ado-

lescents when using YouTube, and have shown that inappropriate contents—such as content with

sexual hints, abusive language, graphic nudity, child abuse, horror sounds, and scary scenes—are

common, with promoters for such contents targeting this demographic [32, 53, 73]. Parents and

custodians trust children-oriented YouTube channels, such as Nick Jr., Disney Jr., and PBS Kids,

to present educational and entertaining material for their children even with no supervision. Even

when watching videos from trusted family-friendly channels, the written contents, such as user

comments, might contain inappropriate language or malicious URLs that could harm or affect the

children’s behavior. The limited work on the textual contents of YouTube videos targeting kids, as

opposed to the various efforts on understanding YouTube’s video/audio contents, creates the need

for comments-based studies.

Moreover, the popularity of this platform has attracted news publishers to deliver their content
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through video-sharing platforms for a fast delivery of contents to viewers, and to enable the social

component of interaction with their viewers, which is enabled by the comment section of videos. A

recent study by Smith et al. [68] shows that the number of users getting their news from YouTube,

for example, has nearly doubled between 2013 (20%) and 2018 (38%), and 53% of YouTube users

consider YouTube as an important source for understanding current events from around the world.

A major feature of video-sharing platforms such as YouTube used for delivering news stories,

as compared to the traditional medium, is the interactive experience of the audience. However,

users may misuse such a feature by posting toxic comments or spreading hate and racism. To

improve the user experience and facilitate positive interactions, numerous efforts have been made

to detect inappropriate comments [23, 32]. Despite these efforts focused on detecting inappropriate

comments, the associations between various types of toxicity and topics covered in news videos

from mainstream media remain an unexplored challenge. Such association could greatly benefit

news publishers and moderators to focus on certain events to efficiently be able to eliminate any

hate or racism before it spreads on the platform.

In the effort of understanding users’ behavior at this time, one of the events that have changed peo-

ple’s life and behavior, including their interaction and communication is the outbreak of COVID-

19. With social distancing and other measures being enforced in an attempt to limit the spread

of COVID-19, social media has become a medium for communication, expression, and entertain-

ment. In such a period, data science and mining play a central role in understanding the effect of

the pandemic on users, and their behavior and perception. Understanding the trends, and people’s

perceptions, using sentiment analysis allows a better understanding of users’ behavior, and their

reaction toward a particular topic is a marvelous area to explore.

Motivation

The focus of this work is to conduct a comprehensive study and analysis of user’s behaviour and

interaction on social media to tackle some trending social issues using natural language processing
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techniques. In particular, we have collected a large dataset from YouTube comments to measure

and analyze kids exposure to malicious and inappropriate contents. We have also studied the

correlation of different types of streamed news on YouTube with different toxic behaviors given

insights on what kind of news that people are more likely to post toxic comments on. Moreover,

and in the current outbreak of Covid-19, we have studied the public behavior on Twitter by studying

the topics raised during the outbreak and the users’ sentiment and perception towards these topics

during the pandemic. Here is a summary of the social issues that we addressed in this work:

Kids exposure to inappropriate and malicious comments on YouTube. Since children are using

YouTube as an alternative to traditional TV, this makes them more susceptible to encountering

hate, racism, and obscenity in the comment section. They might also be tricked into clicking

on malicious URLs embedded in the comments. Therefore, and in order to increase parents and

custodian awareness we have collected a large dataset of comments posted on kids’ videos. Using

this dataset, we investigated the presence of both inappropriate languages as well as the presence

of malicious URLs.

Toxicity in Users Interactions with the Mainstream Media Channels on YouTube. In order

to understand and ease the process of moderating comments on YouTube, we collected a massive

dataset of YouTube news scripts and the comments posted on them. The purpose of such data is

to draw the association of different types of toxicity such as hate, obscenity with different news

topics such as politics, economy, etc.

Users Engagement on Twitter During the COVID-19 Pandemic. Through the outbreak of

Covid-19 people are heavily using different social media platforms to socialize after certain mea-

sures took place to limit the spread of the disease. To study such change in the users’ perception

towards different topics we have collected all tweets from 14 major cities in English and investigate

the topics they discuss before and after the outbreak and how it has changed during the pandemic.
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Approaches

Toxicity Classification Models. In detecting toxicity on the YouTube comments, our approach

adopts an ensemble of classifiers to predict different toxic categories using DNN models. Based

on our experiment, DNN performs very well in terms of identifying different toxic categories

as opposed to CNN and RNN. We found that different pre-trained models for feature repre-

sentation, such as Glove and Gensim, work better in certain scenarios for identifying certain

age-inappropriate comments categories (i.e., Glove with DNN for identifying threat comments).

The ensemble uses DNN for identifying five age-inappropriate categories, DNN with gensim

Word2Vec for identifying toxic, obscene, insult, and identity hate categories, and DNN with Glove

Word2Vec for identifying threat category.

Topic Modeling Using Latent Dirichlet allocation LDA. For both tasks of extracting topics from

news transcript and the tweets posted during the pandemic, we employed LDA using the bag of

words representation. The topic model receives input vectors of 10,000 bag-of-word representation

and assigns topics for each piece of text. This process includes a training phase that requires setting

several parameters such as the number of topics, alpha (the segment-topic density), and beta (topic-

word density). To examine the effect of different parameters on the modeling task, we conducted

a grid search mechanism to obtain the best configuration of the LDA model that allows for the

highest coherence score possible.

Sentiment Analysis Using BERT. In essence, Bidirectional Encoder Representations from Trans-

formers (BERT) [16] is a language model that benefits from the attention mechanism used in the

transformer architecture [80]. This attention mechanism has two six-layers of encoders that have

the ability to learn contextual relation between words in a given text, as well as six layers of de-

coders that generate the needed output for a given task. Since BERT is a language model, it uses

only the encoder part of the transformer. By adding a new layer to the core model. In our imple-

mentation of BERT, we used the same structure and model configuration of the original work. For
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more details, we refer the reader to the original research paper in [16]. In our study, tweets are

separated per sentence, with two special tokens indicating the start of the tweet and the end of each

sentence. Then, each tweet is fed into the trained BERT model, providing the embedding of each

word in the tweet considering its surroundings. The output of the BERT model is a one-neuron

output layer with a sigmoid activation function for binary classification signaling the polarity of

the tweet, i.e. either positive or negative sentiment.

Organization. This thesis is organized as follows: We visit the literature and outline the notable

related works in chapter 2. In chapter 3, we study the exposure of children and adolescents to

inappropriate and malicious comments on YouTube. In chapter 4, we investigated Online toxicity

in users’ interactions with the mainstream media channels. In chapter 5, we explored and analyze

users’ behavior before and during COVID-19 using trending topics and sentiments.
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CHAPTER 2: RELATED WORK

In the following, we discuss the works relevant to our work. We started by discussing studies focus

on children safety on YouTube covered in the literature, followed by several works related to the

usage of YouTube as an alternative to traditional TV channels. Then, we presents the latest works

on studying and analyzing toxicity on social media comments. Finally, we show several studies

that focus on users’ behavior and and engagement with different online platforms, followed by

works that study such behavior in the light of COVID-19.

Children Safety on Social Media

Recently, several studies have been conducted with the aim of exploring the effects of social media

on children, since the use of social media has become a significant part of their daily routines. To

ensure the safety of kids on YouTube, Alshamrani et al. [5] studied the exposure of children to

malicious URLs on videos targeting young users. Another study by [49] which has encouraged

parents to understand and be aware of the various possible offline and online behaviors of their

children, such as cyber-bullying, privacy issues, sexting, and Internet addiction.

Among other social media platforms, YouTube has been the subject of many studies since it is

considered the most popular social media platform in the United States [67], and the second-

largest search engine after Google worldwide [46]. Studying the appropriateness of contents being

presented to children on YouTube was first considered, to the best of our knowledge by Kaushal et

al. [32] who studied kids-unsafe contents and promoters. The authors provided a framework for

detecting unsafe contents using measures calculated on the video, user, and comment levels with

an accuracy of 85.7%.

Another work by Papadamou et al. [53] shows that inappropriate toddler-oriented videos are com-

mon and likely to be suggested by YouTube’s recommendation system. Using manually-annotated

videos, the authors investigated the detection of inappropriate content (containing sexual hints,
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abusive language, graphic nudity, child abuse, horror sounds, and scary scenes) collected from

videos targeting kids using deep learning algorithms to achieve an accuracy of 84.3% for this task.

More recently, Tahir et al. [73] demonstrated that even children-focused apps, such as YouTube

Kids which is considered a kids-safe platform, are prone to compromise with inappropriate videos.

Social Media as an Alternative to News Outlets

With the increased popularity of online platforms in delivering news to users [38, 27], the comment

section of these platforms has become an important place where people interact with the contents,

contents providers and each other in order to express their opinions and thoughts. The convenience

and freedom of expressing opinions through the non-restrictive medium of online social platforms

may result in misusing such a medium by posting toxic comments [41].

This has led many researchers to investigate different inappropriate behaviors in the comment

section of different websites. The majority of the prior research work, however, has been mainly

focused on designing classification or detection mechanisms for inappropriate comments, while a

few have focused on the user experience and engagement with different social media platforms. In

the following, we reviewed these works.

Toxic Comment Classification

Despite the several efforts on analyzing and understand toxic contents, identifying distinct behav-

iors and patterns is a challenging task, especially when (1) providing directions for prevention

and detection methods, and (2) establishing an association with the topics in which the comments

appear. However, there are numerous studies that explored several aspects related to toxicity,

hate speech, and biases in online social interactions [66, 64, 21, 12, 48]. To study inappropriate

comments online, Ernst et al. [23] applied a qualitative content analysis on randomly selected com-

ments posted on videos about “Concepts of Islam”. The results showed that most of the comments
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dealt with prejudices and stereotypes towards Muslims.

Another form of toxic comments is the use of profanity or obscene language. For instance, Sood et

al. [70] built a system that outperforms the performance of list-based profanity detection techniques

by employing crowdsourcing using Amazon Mechanical Turk. While several researchers proposed

different techniques and detection mechanisms to detect hate speech, others tried to enhance or

challenge the current approaches [18, 79].

User Engagement and Interactivity

Another major area in studying user’s behavior is using the comments to identify users engage-

ment and interaction with the online news and comments [65, 39, 78]. Diakopoulos et al. [17]

investigated the relationship between the quality of the comments and both the consumption and

production of the news on SacBee.com.

Moreover, they investigated users motivation for both reading and writing news comments. Sim-

ilarly, Ziegele et al. [89] conducted a qualitative interview with users posting comments on news

articles in order to understand their motivation for being interactive in the news comment section.

The study analyzed 1,580 comments and found that uncertainty, controversy, comprehensibility,

negativity, and personalization are the most important factors for the interactivity in the news com-

ment section.

However, in some cases, the content of the news is not the main reason for the interactions in the

comment section, whereby the user-to-user response can be the main driver of interaction. In this

regard, Ksiazek et al. [35] proposed a theoretical framework to distinguish between user–content—

user commenting on content—and user-to-user—user replying to another user’s comment—modes

of interaction to better understand users engagements. In this work, we studied the correlation

between the topics raised in news videos and different types of inappropriate comments, such as

insult, obscenity, identity hate, etc., which is an additional gap we fill in this space.
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User Engagement During the Pandemic

The significant impact of COVID-19 on many aspects of our daily lives has encouraged many

researchers to investigate users’ perceptions and behavioral coping activities during the pandemic.

This interest in studying users’ perceptions is motivated by the need for providing well-informed

measures to keep people safe and address the spread of misinformation about the pandemic. Such

misinformation affects peoples’ lives and the way they behave. This, in turn, leads to unsafe

practices that result in an increased COVID-19 case, developing further physical or mental health

issues.

Studying the spread of COVID-19 misinformation on Twitter was presented by Kouzy et al. [34].

The authors studied the amount of COVID-19 misinformation on Twitter by analyzing tweets from

hashtags, terms related to COVID-19. The study employed statistical analysis, comparing terms

and hashtags to identify certain tweets and account characteristics. Using a dataset of 673 tweets,

the authors reported 153 tweets to have some degree of misinformation, and 107 to be posted from

unverifiable sources.

Understanding and monitoring people concerns and needs can help authority health officials to

instantiate better guidance and measures to contain the spread of the virus. Therefore, in this study,

we provide in-depth analysis and insights into how the pandemic has impacted people’s behavior

towards topics discussed on Twitter. Moreover, we analyze trends and shifts of emotions and

feelings observed when discussing these topics before and after the pandemic. To do so, we utilize

state-of-the-art techniques to detect, model, and track different topics from tweets collected in

time-frame covering periods before and after the COVID-19 outbreak. After observing the major

topics discussed during the data collection period, we adopted a deep learning-based sentiment

analysis to study the people’s perceptions of these topics before and after the pandemic
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CHAPTER 3: MEASURING THE EXPOSURE OF CHILDREN TO

MALICIOUS AND INAPPROPRIATE COMMENTS

The influence of social media on the intellectual and emotional well-being of children and adoles-

cents has been the focus of many studies in recent years, with social media being a central daily

activity in children and adolescents’ lives alike [26]. Among the various platforms, YouTube is the

most popular video-sharing platform and is commonly used by children as an alternative to tradi-

tional TV, and as a source of entertainment and educational materials alike. A recent study by [68]

reported that 81% of U.S. parents allow their children to use YouTube as an entertainment activity.

Moreover, another study shows that children under the age of eight spend 65% of their time on the

Internet using YouTube [24]. Therefore, researchers have spent enormous efforts understanding the

age-appropriate experience of children and adolescents when using YouTube, and have shown that

inappropriate contents—such as content with sexual hints, abusive language, graphic nudity, child

abuse, horror sounds, and scary scenes—are common, with promoters for such content targeting

this demographic [32, 53, 73]. Parents and custodians trust children-oriented YouTube channels,

such as Nick Jr., Disney Jr., and PBS Kids, to present educational and entertaining material for their

children even with no supervision. However, children can be exposed to inappropriate and disturb-

ing videos, suggested by the YouTube recommendation system, as children are tricked to click on

innocent-looking thumbnail [53]. To ensure their well-being and safety, it is important to study

the exposure of children and adolescents to inappropriate material presented on YouTube, includ-

ing visual, audio, and written content. Even when watching videos from trusted family-friendly

channels, the written contents, such as user comments, might contain inappropriate language that

could influence the children’s offline behavior. The limited work on YouTube textual contents, as

The work in this chapter has been published in the 8th International Workshop on Natural Language Processing
for Social Media (SocialNLP 2021); held in conjunction with WWW 2021, and the Third ACM/IEEE Workshop on
Hot Topics on Web of Things (HotWoT 2020); held in conjunction with ACM/IEEE SEC 2020.
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opposed to the various efforts on understanding YouTube’s video/audio contents, creates the need

for comments-based studies.

Our study explores measuring the exposure of children and adolescents to age-inappropriate com-

ments posted on videos of the top-200 children shows [57]. This task is challenging for several

reasons. First, studying comments on children’s videos requires manually collecting channels and

shows targeting this demographic, knowing YouTube categories are not established by age-group

but rather by the topic they present. Second, assigning age groups to the collected videos can

be daunting in measuring exposure by separate groups. Third, the lack of a ground truth dataset

for safe and inappropriate content posted on such videos makes it difficult to allow appropriate

machine-learning models to capture the children’s exposure on a large scale. Considering the vari-

ety of age-inappropriate content for children, building a unified system for detecting such content

is challenging.

To address those challenges, we built a large collection of YouTube comments on children-oriented

videos for the top 200 shows categorized by different age groups [13]. We extended the dataset

with ground truth data from different sources to establish five age -inappropriate categories; toxic,

obscene, insult, and identity hate. The used ground truth dataset compresses annotated data pro-

vided by Conversation AI on Wikipedia’s comments, and our own manually-annotated data from

YouTube comments posted on children videos. We leveraged natural language processing and ma-

chine learning techniques to construct an ensemble of models, each of which specializes in detect-

ing a specific inappropriate category. The models are trained and tested on ground truth samples,

and separately and collectively achieve remarkable results. Utilizing our ensemble, we uncovered

a large number of age-inappropriate comments among those posted on children YouTube videos.

Measuring the exposure by age group, our results show that children between 13 and 17 years old

are the most exposed to such content. For inappropriate categories, toxic-related comments are the

most common, with 15.54% out of the total comments, then insult (7.96%) and obscene (6.84%).

Contribution. This work contributes to measuring the exposure of children and adolescents to
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inappropriate content present in the kids’ YouTube videos comments. We summarize our contri-

bution as follows:

• We collected a large-scale dataset of comments on children’s YouTube videos from the top-

200 ranked children shows. The list of shows, retrieved search results, categorization of

shows by age group, and other artifacts related to the data collection process are manually

vetted.

• We built a manually-annotated ground truth dataset collected from comments posted on chil-

dren’s videos, which includes about 6,000 comments.

• Leveraging natural language processing and deep learning techniques, we designed and im-

plemented an ensemble of classifiers to detect five age-inappropriate contents. Models of the

ensemble are trained, fine-tuned, and evaluated using the ground truth dataset.

• Adopting the ensemble classifier on the YouTube comments domain, we detected and mea-

sured children’s exposure to inappropriate comments.

• We provided an in-depth analysis of children’s exposure to inappropriate content in terms of

age groups, user interactions, and YouTube video channels.

Dataset

Our dataset includes YouTube comments and two datasets of ground truth, one from the Con-

versation AI team and another one annotated by our team for ground truth from the YouTube

comments. For the YouTube comments, we collected more than 3.7 million comments posted on

roughly 10,000 children’s videos, distributed over the period from January 2005 until March 2019.

Children’s Shows. We collected comments on videos of the top-200 children’s shows based on

Ranker [58], a crowdsourced platform that relies on millions of users to rank a variety of media

contents such as shows and films. The list of shows was originally made by Ranker TV and
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received more than 1.2M votes, and has 380 kids’ shows. Among them, we selected the top 200

shows. We augmented our list with part of Wikipedia’s list of cartoon shows.

Collection Approach. Using YouTube APIs, we extracted the top-50 videos of the search results

on every show on our list. Using each retrieved video’s ID, we also used the API to obtain video

statistics, such as the number of views, likes, dislikes, etc. We used YouTube Comments API to

collect all comments from the videos. In total, we collected more than 3.7 million comments from

10,000 videos.

Age-Appropriateness of Children’s Shows. We defined age appropriateness as the adequate age

group to be the subject of the show. Defining the age appropriateness for children’s shows is

challenging, since most shows do not specify the target age group. Therefore, we used Common

Sense Media [13], a non-profit organization that provides education and advocacy to families on

providing safe media for children, as the main source for defining the age group of the targeted

children’s shows. Using Common Sense Media, we were able to retrieve the appropriate age group

for most of the kids’ shows on our list. However, a few shows do not appear in Common Sense

Media, and for those we turned to IMDB [29], an online database of information about different

types of media such as films, television programs, home videos, video games, etc., to obtain the

age group for those particular shows. Some shows have different versions, each for a certain age

group, therefore the age group is assigned based on the most prevalent version in the YouTube

search. Some other kids shows are assigned an age group based on their respective categories,

e.g., Loony Tunes (a well-known collection of cartoons for age 7+). We note that we conducted

a manual inspection on the age appropriateness for the retrieved top-50 results on each show to

define non-kids contents and assigned them to 17+ age group, which is the highest age group in

our dataset.

13



354 342 358
503 440 483 560

739

1088

1714
2054

1383

500

1000

1500

2000

prior
2008

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Vi
de
os

Year

Figure 3.1: The publish date distribution of the collected YouTube kids’ videos.
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Figure 3.2: The distribution of YouTube kids’ videos comments over past years.

Data Statistics and Measurements

Here we provide general statistics of our data. The collected YouTube comments were posted

by more than 2.5 million users on about 10,000 videos from more than 3,000 different channels.

These retrieved videos have an average viewers count of roughly 2.4 million views and an average

comments count of 8,068 comments per video. Observing the publishing date of the videos in our

collection, Figure 3.1 demonstrates the rapid increase in children’s videos over the past few years.

The figure shows an increase in popularity of five folds in ten years from 2008 (with 354 videos)

to 2018 (with 2,054 videos). This rapid growth in popularity is observed through the first three
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Figure 3.3: The distribution of YouTube kids’ comments over different ages.

months of 2019 with 1,383 videos included in our collection (by March of 2019). We note that

the collection of YouTube videos is based on their relevance, and not the publishing date nor the

view count; this is also the case when retrieving videos from the top-50 search result and when

querying the targeted shows. The search results do not always reflect the popularity. However, the

top-ranked videos are often characterized by bursts of popularity [25]. Generally, a consistent trend

is observed in the year-over-year increasing number of videos included in our collection. Similar

patterns are observed with the number of comments from around 7,000 comments on videos prior

to 2008 to more than 1.5 million comments on videos from 2018. This growth is steady through the

first three months of 2019 as illustrated in Fig. 3.2. We also provided the distribution of comments

across the age groups as shown in Fig. 3.3 where most of the collected comments were posted on

videos for kids between the age of five and eight (a total of approximately 2.5 million comments).

Age-Appropriateness of Contents. Contents that are regarded as age-appropriate for children

and adolescents ideally should not contain toxic words or imply an insult, threat, identity hate, or

obscenity. To study the appropriateness of YouTube comments, we collected ground truth datasets

to establish a baseline for modeling contents with different labels (i.e., toxic, obscene, insult, threat,

and identity hate). The ground truth data includes: (1) labeled comments from Wikipedia that is

manually annotated by Conversation AI, a research team started by Jigsaw and Google to provide

tools and solutions for improving online conversions; (2) labeled comments posted on YouTube
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Table 3.1: The distribution of the dataset. The comments are from two sources: Wikipedia and
YouTube. 5,940 YouTube comments are manually labeled for the evaluation of the models.

Source Dataset Count

Wikipedia

Safe Comments 143,000
Toxic 15,294
Obscene 8,449
Insult 7,877
Threat 478
Identity hate 1,405

YouTube

Unlabeled ≈ 3,700,000
Safe Comments 1,832
Toxic 4,126
Obscene 2,367
Insult 1,650
Threat 550
Identity hate 788

videos targeting children that are manually annotated for the purpose of this study.

(1) Wikipedia Ground Truth Toxic Dataset. We used the manually-annotated dataset provided

by Conversation AI, with approximately 160,000 comments from Wikipedia Talk pages of which

approximately 143,000 comments are labeled as safe, while the remaining are labeled to have

different types of toxicity (i.e., 15,294 toxic, 8,449 obscene, 478 threat, 7,877 insult, and 1,405

identity hate). A summary of the collected data is provided in Table 3.1.

(2) Manually Annotated Ground Truth. We manually annotated 5,958 YouTube comments

posted on YouTube videos for the evaluation of the ensemble. The total number of the manually

labeled comments is distributed as follows: safe: 1,832, toxic: 4,126, obscene: 2,367, insult:

1,650, threat: 550, and identity hate: 788.

For our manual labeling, we used several explicit rules. Each comment was labeled as either

toxic or safe. A toxic comment may belong to one or more of unsafe category; obscene, threat,

insult, or identity hate. A comment is considered obscene when it is morally offensive in a sexual

way, or when it has socially offensive words. When such an offensive language is used against
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Figure 3.4: The distribution of the collected URLs over the years.

or to describe other users, video publishers, or anyone else, the comment is considered as an

insult. When such an offensive language is directed to another group of people, by imposing a

negative stereotype or prejudices about people based on their race, color, or ethnicity, the comment

is considered as an identity hate.

The annotation is challenging since identifying identity hate is highly subjective [50] [61]. Some

comments did not have any profanity or offensive language, but implied a threat to other users

or the video publisher; we labeled such a comment to be a threat. In the annotation process, we

encountered comments that are socially unacceptable and are age-inappropriate, however, they

do not belong to any of the four unsafe categories, and so we labeled them as toxic only. The

manual labeling has been done by the same annotator (lead author of this work), upon refining the

above ruleset. We avoided using multiple annotators across different folds of the manually-labeled

dataset, and rather pursued this slow labeling method, to avoid inconsistency and subjectivity in

interpretation against the predetermined labeling rules.

Ground Truth: Safe Dataset. For safe content, we used our labeled safe YouTube comments

as well as safe-labeled comments from the Conversation AI team dataset, which include roughly

143,000 comments in total.
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Figure 3.6: The distribution of the Malicious URLs over the years.

URLs Extraction

In order to make sure that the URLs embedded the comments section are not malicious nor do

they promote inappropriate content such as adult websites, we investigated the URLs on children’s

videos and their potential risks on children. We used a regular expression to extract possible URLs

within the comments. In the collected dataset, we extracted 8,677 URLs, associated with 1,628

videos. Figure 3.4 shows the number of URLs extracted per year. Notice that there is an increasing

trend of the number of URLs embedded in the comments, shedding the light on the importance of

monitoring the content of the comment, particularly in children-oriented channels
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Figure 3.7: The top 10 IAB Categories associated with the collected URLs.

URL Topic Categorization. We extracted the topics associated with the embedded URLs to

understand their effects on children’s exposure to various contents. In particular, we used Web-

shrinker [15], a machine learning-powered domain data, and threat classifier, to obtain the In-

teractive Advertising Bureau (IAB) categorization of the domains of the URLs. To this end, we

extracted 107 different categories associated with the URLs. Figure 3.7 shows the top ten cate-

gories associated with the URL. Note that a URL may be associated with one or more category,

based on IAB categorization. Note also that entertainment, television, alongside streaming media,

were the most common categories within the URLs.

Malicious URL Extraction. In the context of videos targeting kids, the chance that the audience

will blindly click on the URLs posted on videos is very high. Such behavior may allow attackers to

gain information or access to private resources on the victim’s device. Therefore, we extracted all

the URLs within the collected comments and checked whether the given URL is valid or not by ac-

cessing the website and checking the response of the HTML request. If the returned response status

code is 200 (success), we then forward the URL to VirusTotal API [82] to check whether it is be-

nign or malicious as well as the URL’s associated attributes. Those attributes include “malicious”,
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“malware”, and “phishing”. Malicious websites contain exploits or other malicious artifacts, mal-

ware websites are used for malware distribution, and phishing websites are used for stealing users’

credentials or private information.

Data Preprocessing

Several preprocessing steps are taken before the final data representation, modeling, and evalua-

tion, and to ensure clean and proper representation of the collected data. YouTube comments are

the focus of this study, which we addressed with the preprocessing steps as follows: (1) We initially

removed all non-English contents across all datasets, and limit our analysis to English comments.

(2) We eliminated unwanted characters and tokens, e.g., punctuation, and other characters that

represent or encode emojis. The entire pipeline employed the system can be sen in Figure 3.8.

Comments Data Representation. In order to perform an analysis of textual data, we first trans-

formed this data into an embedding (i.e., numerical representation) that can be used by machine

learning models. Such a representation allows the machine learning models to learn and cap-

ture different patterns of the text. We utilized different data representation methods, namely,

Word2Vec [44] and Glove [54].
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Pre-trained Word2Vec. Using the pre-trained model for comments representation, we have the

following two cases of distinct models. (1) Gensim: This technique transforms textual data by

examining word statistical co-occurrence patterns within a corpus of the provided textual docu-

ments. Examining different configurations for both word embedding and the document vector. We

found that the highest accuracy can be achieved using a size of 300 for the word embedding and

the document vector size of 50. (2) Glove: This technique is an unsupervised learning algorithm

used to generate numerical vector representations for words. The training process is done on ag-

gregated global word-word co-occurrence statistics from a corpus. We used Glove to represent the

comments; similar to Gensim, we tried different configurations and selected the configuration with

the highest accuracy, using a size of 50 for the word embedding and 100 for the document vector.

Ensemble Classification Models

To understand and measure children’s exposure to inappropriate comments on YouTube videos

by first identifying them, we adopted an ensemble classifier to build five specialized models for

classifying five unsafe categories: toxic, obscene, threat, insult, and identity hate. The models are

trained, in a supervised manner, using the Wikipedia toxic comments dataset and the manually

annotated ground truth of YouTube comments. Each model predicts whether an input belongs to a

specific category, functioning as a binary classification task. We note that a comment can belong

to one or more categories (e.g., toxic, insult, and identity hate simultaneously), thus the output of

the ensemble is positive if the comment is labeled as at least one age-inappropriate category.

Our approach adopts an ensemble of classifiers to predict different age-inappropriate categories

using DNN models. Based on our experiment, DNN performs very well in terms of identify-

ing different age-inappropriate categories as opposed to CNN and RNN. We found that different

pre-trained models for feature representation, such as Glove and Gensim, work better in certain

scenarios for identifying certain age-inappropriate comments categories (i.e., Glove with DNN

for identifying threat comments). The ensemble uses DNN for identifying five age-inappropriate
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Table 3.2: The performance of the ensemble model on Wikipedia comments, and the fine-tuned
models across different metrics.

Class Wikipedia Fine Tuned
Recall Prec F1 Recall Prec F1

Toxic 92.5 82.5 87.2 93.5 83.1 88.0
Obscene 81.9 82.9 82.4 86.6 83.5 85.0
Threat 64.4 43.7 52.1 71.3 42.3 53.1
Insult 74.5 55.7 63.3 66.7 64.4 65.6
Identity hate 53.9 89.8 67.4 74.8 87.8 80.8
Overall 73.4 70.9 70.4 78.5 72.2 74.5

categories, DNN with gensim Word2Vec for identifying toxic, obscene, insult, and identity hate

categories, and DNN with Glove Word2Vec for identifying threat category.

We feed Word2Vec vectors of the comments to the first input layer in the network while the output

layer has a single node for binary classification to predict whether the provided comment belongs

to a certain class or not. Our model architecture is composed of two dense layers of size 128 units

with a ReLU activation function, each followed by a dropout operation with a rate of 20%. The last

layer is fully connected to a sigmoid function, which generates real values in the range (0,1) using

the function sigmoid(z) = 1/(1 + e−z). Since the output {y ∈ R | 0 ≤ y ≤ 1}, determines the

probability of assigning an input to the target, a threshold can be defined for target ȳ assignment

(e.g., a commonly-used threshold is 0.5 where ȳ = 1 if y ≥ 0.5). We explored different thresholds

for each category to optimize the true negative rate and the true positive rate.

Model Training Settings

We used the entire Wikipedia annotated comments to train five models, each of which is specialized

in detecting one age-inappropriate category. Then we fine-tuned the trained model using 50% of

our manually labeled comments from YouTube, by only retraining the last layer of the model.

We then used the other half for the evaluation of the models. The training process is guided by
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minimizing the binary-cross-entropy as follows:

loss(θ) =
−1

N

N∑
i=1

[yi × log(pi) + (1− yi)× log(1− pi)],

where pi is the conditional probability p(yi|xi, θ) for a target yi given an input xi and a set of

parameters θ, i is the i-th record, and N is the total number of records in the training set. The

optimization is done using RMSprop optimizer, a stochastic optimization algorithm, with a learning

rate of 10−3 without decaying over time. We used a mini-batch approach with a batch size of 128,

and for preventing the overfitting we used dropout regularization with a dropout rate of 0.2. The

termination criterion is set to be a specified number of training iterations, which is set to 100 for

all models.

Evaluation Metrics. This study uses four evaluation metrics, which are Precision, F1-score, True

Positive Rate (TPR), and True Negative Rate (TNR). Precision represents the percentage of which

a model was correct in predicting the positive class (P = TP/TP+FP). F1-score is the harmonic

mean of the precision and recall, and is expressed as (F1-score = 2TP/2TP+FP+FN) where TP, FP,

and FN represent True Positive, False Positive, and False Negative, respectively. The TPR is the

proportion of the positive predictions, positive labeled-data correctly predicted to be positive, form

the total positive-labeled data (TPR = TP/TP+FN). The TNR is the proportion of the negative

predictions, negative labeled-data correctly predicted as negative, from the total of negative-labeled

data (TNR = TN/TN+FP).

Results and Discussion

In this section, we review the results of the ensemble for classifying five categories of inappropriate

contents, including, toxic, obscene, threat, insult and identity hate. Then, we measured children’s

exposure to inappropriate comments on YouTube using the best-performing models.
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Figure 3.9: The evaluation of the ensemble model across categories in terms of TPR and TNR. The
x-axis represents the chosen threshold, and y-axis shows the respective TPR, TNR, and percentage
of detected YouTube comments.

Ensemble Model Performance

The ensemble model performance is reported in Table 3.2 using three metrics. We reported the per-

formance of the models trained on Wikipedia then evaluated on the annotated YouTube comments

as well as the performance of these models after being fine-tuned. The results are based on the spe-

cific probability threshold providing the best trade-off between TPR and TNR as shown in Fig. 3.9.

An emphasis on high TPR is considered when choosing the threshold to ensure high correctness

for positively predicted output (i.e., some positive contents might not be detected but are barely

mistaken when they are detected). This high performance can be seen with the F1-score, with a

high of 86.6% for the toxic and a low of 52.9% for the threat. We also observed the challenge in

achieving high TPR for the threat and identity-hate categories due to several reasons, including the

limited number of samples for those categories (see Table 3.1) and the ambiguity caused by the
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used language.

Ensemble Adoption and Measurement

Using the best TPR-TNR trade-off thresholds, we constructed an ensemble model to evaluate and

measure kids exposure to inappropriate comments. We first show the measurement using the indi-

vidual models, followed by the overall performance of the ensemble of multiple models for binary

classification task.

(1) Toxic Comments. We measured the toxicity of YouTube comments using the toxic comments

detection model. Figure 3.9(a) shows the performance of the model in terms of TPR and TNR

using different thresholds, and 0.520 is selected as the threshold with the best trade-off. Applying

the model on our dataset, Figure 3.9(a) shows 11% (405,290 comments) of all comments were

classified as toxic.

(2) Threat Comments. Similarly, the model for detecting threat comments achieved a TNR of

86%. We set the threshold for this category to 0.220, providing the best trade-off with a TPR

of 85% as shown in Figure 3.9(b). Adopting the model to detect threat comments, 2% of the

comments (63,939 comments) were labeled as threat.

(3) Insult Comments. The insult comments model provides a TPR of 66% and TNR of 85%.

Figure 3.9(c) shows the results using different thresholds. In our design, we selected 0.210 as a

threshold for predicting insult comments. Using this model with the adopted threshold, 7% of the

collected comments are detected as an insult (262,934 comments).

(4) Obscene Comments. The obscene comments model, operating with a prediction threshold

of 0.270, achieves a TPR of 86% and TNR of 88%. Figure 3.9(d) shows the results of adopting

different thresholds, most of which provide high scores. Applying the model on the comments, 4%

were detected as obscene (159,823 comments).
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Figure 3.10: The distribution of inappropriate comments over different age groups.
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Figure 3.11: The average number of views and likes on kids’ videos containing inappropriate
comments.

(5) Identity Hate Comments. The model for detecting identity hate comments shows a high per-

formance as demonstrated in Figure 3.9(e). Using a prediction threshold of 0.140, the achieved

TPR and TNR are 74% and 98%, respectively. Applying the model to YouTube comments, we

found that among the comments, 3% were labeled as identity hate comments, or 101,311 com-

ments.
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Figure 3.12: The average number of likes and replies received by the inappropriate comments.

Inappropriateness Exposure Analysis

Exposure by Age-Group. Applying the ensemble models shows the exposure magnitude of

kids to inappropriate content on YouTube comments. Investigating the exposure by different age

groups, Fig. 3.10 shows the distributions of the inappropriate comments from each age-inappropriate

category over different age groups. For simplicity, we studied the contents of comments posted on

YouTube videos targeting different age groups instead of the age in years (distributions of collected

comments on videos for a specific age is shown in Fig. 3.3). Applying the ensemble models on

the collected comments, we observed that toxic comments are highly common in children’s videos

and exceed 200,000 comments on videos only targeting the age group of six to eight years old.

Insulting comments can be clearly noticed in videos targeting young children; e.g., age group 3-5

has 48,306 comments, which corresponds to 6.83% out of the total comments collected on videos

of this age group (707,161 comments). Comments with some sort of toxicity are also present in

the collected dataset with 81,303 toxic, 17,384 obscene, 48,306 insult, 9,065 threat, and 21,329

identity hate which were detected in comments posted on videos for the age group of 3-5. These

records increase to 241,352 and 36,150 for toxic and insult, respectively, on videos for the age

group of 6-8. These patterns of appearance for toxic comments are observed for videos targeting

all age groups. The number of comments that contain obscene, threat, and identity hate are notice-
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ably high for all age groups (e.g., they reach 99,165, 36,150 and 53,517, respectively, for the age

group 6-8). We note that the reported numbers of detected categories of inappropriate comments

in Figure 3.10 do not reflect their percentage with respect to the total number of comments for a

certain age group. We observed that children in the age group of 3-5, which are the youngest audi-

ence, are the second most exposed to inappropriate comments, with 7.71%, 2.46%, 6.83%, 1.28%,

3.02% for toxic, obscene, insult, threat and identity hate categories (out of the total), respectively.

This age group is only second to the 13-17 age group, which has 15.54%, 6.84%, 7.96%, 2.24%,

4.20%, for the same types.

Exposure and User Interaction

Acquiring YouTube kids videos, where comments were collected and investigated, is done using

the top-50 search results from the YouTube Search APIs with measures of relevance and popularity

(i.e., it is safe to state that the considered videos are popular). We show statistics of users’ interac-

tions with videos that contain different inappropriate content (for the five investigated categories)

in Fig. 3.11. Considering the number of videos with age-inappropriate comments, we observed

that the highest number of videos (6,037 videos) are reported for those with insulting comments,

which has the second most number of comments among other categories (262,934). The videos

with threatening comments have an average of 6.4 million views and 18,640 likes per video. More

interestingly, videos with threatening comments tend to get higher interaction in terms of the num-

ber of likes (18,640) than videos with either obscene or identity hate comments (an average of

17,000 comments). Another observation is that the number of dislikes for the videos is positively

proportional to the number of threat and identity hate comments.

We explored user interaction with inappropriate comments in terms of the number of likes and

replies. Figure 3.12 shows the average number of likes and replies for comments that belong to

the five inappropriate categories. The more likes and replies a comment gets will increase the

likelihood of that comment being shown in the top comments. We have noticed that threatening
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Table 3.3: Distribution of the inappropriate comments over different YouTube Channels as well as
the average of the inappropriate comments to the overall comments posted on each category.

Channel Name # Video # Comments Safe Toxic Obscene Insult Threat
Identity

hate
Unsafe /

video
Unsafe /
comment

Warner Bros. Pictures 3 140594 113569 20994 10980 8002 1761 2954 9008 19.2
Cartoon Hangover 52 118352 101385 11013 4191 6625 1926 1664 326 14.3
Talking Tom and Friends 44 99293 88935 5374 460 4491 1077 2272 235 10.4
Cartoon Network 81 89620 80142 4003 137 3320 1956 1763 117 10.6
moviemaniacsDE 3 21052 11948 7012 3795 3631 595 1397 3035 43.2
Flashback FM 16 40833 29301 8788 4202 4376 940 1170 721 28.2
Mickey Mouse 46 56423 50159 2230 106 3411 561 1183 136 11.1
Nickelodeon 38 46097 42730 1222 66 1629 489 595 89 7.3
DEATH BATTLE! 3 45652 39448 3608 810 2242 1094 634 2068 13.6
Official Pink Panther 60 41730 36950 1388 175 1738 353 2197 80 11.5

and insulting comments have the highest average of likes and replies, e.g., around 11 likes and 0.5

replies per comment for the threat category. As opposed to the other age-inappropriate categories,

identity hate, and insulting comments have a high number of average replies, with an average reply

of 0.53 per comment. Even though the users interaction with comments from other categories

is less than threatening and insulting comments, the interaction can be seen for all categories

in Fig. 3.12.

Exposure by YouTube Channel

Investigating the top-10 most comment-contributing YouTube channels to our collected com-

ments, Table 3.3 shows the distribution of age-inappropriate comments across different channels

with respect to the five investigated categories. The table highlights the number of videos of which

we collected the comments as well as the number of collected comments enabling the estima-

tion of the percentages of inappropriate comments. The highest number of detected inappropriate

comments is reported for moviemaniacsDE channel with 43.2% of the total comments classified

as inappropriate. Furthermore, there is an alarming number of unsafe comments posted on the

Warner Bros. Pictures channel videos, where the average number of inappropriate comments is

9,008 comments per video. In contrast, Official Pink Panther has the lowest average number of

unsafe comments per video, with only 80 comments per video. We also observed a high number of

29



2

37

30

1

11 10

1 2
0

10

20

30

40

# 
C

o
m

m
en

ts

Categories

Figure 3.13: The distribution of inappropriate URLs over different IAB Categories.

detected inappropriate comments from the Nickelodeon channel, with 7.3% of the total comments

in this channel classified as inappropriate. This percentage was the lowest among other chan-

nels, although still an alarming score of exposure to inappropriate comments for impressionable

children.

URL Content Analysis

This study investigates how appropriate the URLs embedded in the comments on YouTube kids’

videos. As previously mentioned, the audience may intentionally or accidentally access the con-

tent of the URLs, highlighting the importance of understanding the content and its effect on the

children. While it is not possible to know how many users accessed the URLs, we defined two

metrics to estimate the prevalence and use of the URL by the audience, including 1) video popu-

larity, represented by the number of views, likes, and comments on the video including the URL,

and 2) comment popularity, defined as the likes and replies on the comment containing the URL.

While the latter does not necessarily capture the context of the engagement, it captures the level of

engagement as a magnitude, which is essential in capturing users’ exposure.
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Figure 3.14: Users’ interactions with inappropriate URLs from different Categories.

Kids Exposure to Inappropriate Topics

Within the 107 IAB extracted topics, eight topics are highly inappropriate for children, including

“Adult Content”, “Advertising”, “Illegal Content”, “Illegal Drugs”, “Politics”, “Religion”, “Sexu-

ality”, and “Weapons”. Note that other topics may not be appropriate for children, however, we

only considered the most obvious topics that are directly inappropriate for children to be exposed

to.

Figure 3.5 shows the number of URLs associated with inappropriate topics. In total, 94 URLs

were classified as inappropriate, with an increasing trend in such URLs over the years, with three

folds increase between 2017 and 2018. This indicates the risk of children’s exposure to worrisome

content that is not appropriate for their age. Figure 3.13 shows the distribution of the URLs among

different inappropriate topics. While topics such as “Advertising” and “Illegal Content” are popular

within the URLs, with 71.27% of the total URLs associated with these two categories.

In addition, it is important to understand the users’ interaction with the URLs’ comments. Fig-

ure 3.14 shows the number of likes and replies associated with four different inappropriate cate-

gories. Note that the other categories were excluded as the users did not interact with their com-
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Figure 3.15: Users’ interactions with Malicious URLs for all age groups.
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Figure 3.16: Users’ interactions with Malware URLs for all age groups.

ments. As shown, comments with political URLs have on average three replies, and 144 likes,

which is abnormal given the video/channel targeted audience. In general, the inappropriate URLs

within the YouTube kid’s comments are on the rise, leading to a potential risk of kids’ exposure to

their content.
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Figure 3.17: Users’ interactions with Phishing URLs for all age groups.

Kids Exposure to Malicious URLs

Measuring kids’ exposure to malicious URLs by different age groups, Figure 3.6 shows over years

number of malicious URLs embedded in the comments. Similar to the inappropriate topics, the

number of comments with malicious URLs is increasing over the years. Note that our collected

dataset only includes the first three months of 2019. Figure 3.15 highlights the interaction of each

age group with malicious URLs, where kids from the age of 6 to 8 have the highest interaction

with malicious URLs, represented as the average number of replies, likes, comments, and videos.

Furthermore, we studied the kids’ interaction with malware URLs, as shown in Figure 3.16. Here,

the age groups 9-12 and 13-17 show the highest interaction with malware URLs, represented with

the likes and comments on the mentioned comments. Similarly, Figure 3.17 shows kids’ interaction

with phishing URLs. Note that only two age groups (i.e. 6-8 and 9-12) include phishing URLs,

however, the users did not interact with their comments.

In more detail, Table 3.4 shows that videos with malicious URLs embedded in their comments

have high users’ interaction and engagement, which can be seen in the average number of views,

comments, likes, and dislikes. There are a total of 41 videos with malicious URLs embedded in

their comments, with an average of more than 46 million viewers. Based on that analysis, we can
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Table 3.4: Distribution of the detected malicious URLs over different age groups as well as the
average number of viewers, likes, dislikes and replies for each age group.

Videos with Malicious URLs Comments with Malicious URLs
Age group #Videos Avg comments Avg viwers Avg likes Avg dislikes #Comments Avg likes Avg replies
3-5 7 11,218 232,743,621 330,894 125,944 7 0 0
6-8 39 20,714 21,138,213 211,227 14,122 41 142 10
9–12 10 24,395 42,455,109 206,904 18,647 16 0.06 0
13-17 4 2,203 1,380,479 14,563 806 4 9 1.33
Total 60 18,958 48,043,712 211,297 27,026 68 86 6.44
Overall1 9,996 650 2,106,472 8,119 1,230 3,712,911 9.87 0.50

Table 3.5: Distribution of videos and comments containing different malicious URLs as well as
the average number of viewers, likes, dislikes and replies for each malicious type.

Videos with Malicious URLs Comments with Malicious URLs
URLs Type #Videos Avg comments Avg viwers Avg likes Avg dislikes #Comments Avg likes Avg replies
malicious site 47 10,017 46,061,532 136,621 24,234 49 120 8.94
malware site 8 26,288 51,075,237 284,887 28,923 14 0.07 0
phishing site 5 91,286 61,825,765 795,507 50,234 5 0 0
Total 60 18,958 48,043,712 211,297 27,026 68 86 6.44
Overall1 9,996 650 2,106,472 8,119 1,230 3,712,911 9.87 0.50

safely consider these videos as popular, which would attract more users. Moreover, the videos with

malicious URLs targeting kids from the age of 3 to 5 have the highest average number of viewers,

with more than 200 million views, followed by the age group 9-12, with around 42.4 million views.

Table 3.5 lists the three types of malicious websites with the number of videos and comments

containing each of the malicious URLs, as well as general statistics that show users’ interactions

with each of them. We can see that videos with malware sites URLs have an average number of

viewers of more than 51 million views, which makes the possibility for a large number of people

getting affected by malware much higher. The results also show that there are more than 61 million

viewers of the videos with phishing URLs embedded in their comments, which is also an alarming

finding in itself, since a higher number of viewers increases the likelihood of clicking on these

links.
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Figure 3.18: The most frequent words in YouTube comments per category. Since toxic, obscene,
and insult share similar frequent words, we present them in one cloud.

Discussion

YouTube Platform for Children. Social media has become well-established and a part of most

people’s daily routine [26]. Many studies have shown that children under the age of 18 spend

a substantial amount of time on social media, especially on YouTube. A survey, conducted by

the Pew Research Center in 2018, shows that 81% of parents in the United States with children

younger than 11 years of age allow their children to watch YouTube videos, and 34% of parents

stated that their children watch YouTube videos regularly [68]. The collection of our dataset con-

firms the rapid growth of popularity for YouTube videos targeting children. More importantly, the

results show that posted comments on children’s videos contain contents that are inappropriate,

this might affect their safety, privacy, intellect, emotion, or/and behavior. We note that YouTube

established the YouTube Kids mobile app (in February 2015) and website (in August 2019), a safe

platform for kids where the comment feature is disabled. However, a large percentage of children;

i.e., 80% according to a study by [13], still use YouTube’s original website and/or mobile app.

Therefore, and based on our study, children who use YouTube unsupervised might encounter inap-

propriate content in the comments section, highlighting the risks of media platforms, and calling

for measures to ensure their safety online.

Awareness of Inappropriate Comments. This study sheds light on the exposure of adolescents

to inappropriate comments on YouTube, and shows that visual and audio are not the only media
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that should be supervised but also the written contents. Fig. 3.18 shows some of the frequently

inappropriate words detected to be one of the five age-inappropriate categories investigated in our

study from comments posted on children’s videos. This study shows that among inappropriate

comments, there exists a large number of comments that have toxic, threatening, insulting, or/and

identity hate contents which possibly can influence the psychological well-being of children.

Summary

In this section, we studied the exposure of kids to inappropriate and malicious content posted on

YouTube videos. We studied the exposure to malicious URLs as well as the five age-inappropriate

categories, namely, toxic, obscene, insult, threat, and identity hate. Using an ensemble of spe-

cialized models trained on labeled data, we measured the exposure of each category by different

age groups to find out that the age group of 13-17 is the most exposed group to the inappropriate

comments followed by the 6-8 age group. The results show that toxic comments are common on

children’s videos with 10.95% of the total comments having toxic language, followed by insults

(7%), obscene (4.32%), identity hate (2.74%) and threat (1.73%) comments. We also measured

users’ interactions (views, likes, and dislikes) with videos having age-inappropriate comments as

well as the comments themselves. We found that videos and comments with toxic or threatening

comments tend to have higher interaction. Videos with threat comments have a high degree of

popularity with an average of 4.6 million views and 28,000 likes per video. Similar popularity is

observed for comments promoting identity hate with an average of 4.2 million views and 17,000

likes per video. Besides that, we have also studied the presence of malicious URLs embedded in

comments, and the potential kids’ being a victim to some sort of malicious activities. This research

shows that children are exposed to inappropriate comments, and call for increased awareness of

such exposure and take measures to ensure children’s safety from this exposure while on YouTube.
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CHAPTER 4: INVESTIGATING ONLINE TOXICITY IN USERS

INTERACTIONS WITH THE MAINSTREAM MEDIA

People around the globe use social media as an essential part of their daily lives, not only for so-

cializing with each other, but also as a major source of news. As such, and among the different

social media platforms, the video-sharing platform “YouTube” has witnessed a massive growth in

contents, measured by the number of published videos, as well as their popularity, with a viewer-

ship of more than 2 billion users logged in monthly [88]). This huge growth has attracted news

publishers to deliver their content through video-sharing platforms for fast delivery of content to

viewers, and to enable the social component of interaction with their viewers, which is enabled by

the comment section of videos. A recent study by Smith et al. [68] shows that the number of users

getting their news from YouTube, for example, has nearly doubled between 2013 (20%) and 2018

(38%), and 53% of YouTube users consider YouTube as an important source for understanding

current events from around the world.

A major feature of video-sharing platforms such as YouTube used for delivering news stories, as

compared to the traditional medium, is the interactive experience of the audience. However, users

may misuse such a feature by posting toxic comments or spreading hate and racism. To improve

the user experience and facilitate positive interactions, numerous efforts have been made to de-

tecting inappropriate comments [23, 32]. Despite these efforts focused on detecting inappropriate

comments, the associations between various types of toxicity and topics covered in news videos

from mainstream media remain an unexplored challenge. This research explores such associa-

tions through establishing automated methods for detecting different types of toxicity and topic

discovery.

This work has been published at Accepted in the 5th International Workshop on Mining Actionable Insights from
Social Networks (MAISoN 2020); held in conjunction with ICWSM 2020.
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Figure 4.1: The distribution of the news videos over different categories provided by YouTube.

The goal of this work is to explore new automated methods to detect various types of inappropri-

ate comments, including hate, obscenity, and threat comments that are posted on the mainstream

news channels on YouTube. To achieve this goal, we proposed the design and implementation

of an ensemble deep learning-based approach leveraging several powerful capabilities of state-of-

the-art techniques on data representation and modeling to detect five types of toxic comments.

We trained our ensemble model based on our manually annotated ground truth comments total-

ing approximately 6,000 comments. Our ground-truth augments a dataset made available dataset

by Conversation AI team [14], which includes comments of the five investigated toxic categories

(toxicity, obscenity, insult, threat, and identity hate). Our approach achieves remarkable results in

detecting various inappropriate comments, posting, for example, an F1-score of 86.6% on detect-

ing toxic comments. For detection, we evaluated our ensemble-based approach on a large-scale

dataset of comments that includes more than seven million comments posted on more than 14

thousand videos from 30 worldwide news channels on YouTube from 2007 to 2019. Among var-

ious significant findings, the detector used in this study detected a large number of inappropriate

comments posted on news videos, including 1,648,345 toxic comments that constitute 22.4% out

of the total comments on the studied videos.

Effective and accurate detection of toxic comments enables enhanced online experience by mod-

erating comments that negatively impact social interactions and public discourse. Furthermore,
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Figure 4.2: The distribution of the news videos over different generated topics using LDA.

exploring the relationship between specific types of toxicity and topics provides insights on differ-

ent sources of bias and the intellectual relationship to the audience. While the root cause of the

inappropriate comments posted on the YouTube videos can be attributed to multiple reasons, such

as being topic-driven (influenced by the topic covered on the video from which the comment is

collected) or response-driven (based on socially interacting with other comments from different

users), this work provides an in-depth analysis between the relationship of such comments and the

covered topics on the news. Discovering topics in news videos requires accessing, processing, and

modeling the script (i.e. caption) at a fine granularity, to allow the detection of all covered topics.

Relying on the YouTube categorization feature does not accurately capture the topics of the video.

For instance, Figure 4.1 shows that 87.3% of videos published by news channels are categorized as

news & politics. To this end, we explored and established topics using the Latent Dirichlet Alloca-

tion (LDA) topic-modeling approach that allowed assigning videos to specific topics (as shown in

Figure 4.2) and observe the posted comments in relation to these topics. Our analysis shows that

religion- and violence/crime-related news derive the highest rate of toxic comments constituting

24.8%, and 25.9% of the total comments posted on videos covering these topics, while economy-

related news shows the lowest rate of toxic comments with 17.4% of the total comments.

Contribution. This work contributes to investigating the online toxicity observed in the comments

posted on mainstream channels videos. Moreover, we aim to establish associations of different
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Figure 4.3: The system design pipeline. The design consists of five components, including data
collection, preprocessing, and representation, followed by the ensemble classification model and
topic modeling, and model evaluation and results reporting.

types of toxicity with topics covered on the news. We summarize our contributions as follows:

• Data Collection and Ground Truth Annotation: We collected a large-scale dataset of ≈7.3

million comments posted on more than 14 thousand news videos. We manually annotated

approximately six thousand comments to five types of toxicity.

• Ensemble-based Toxicity Detection: Using designed and evaluated an ensemble-based ap-

proach, that utilizes state-of-the-art techniques for the different stages of our approach incor-

porating data representation and classification, for detecting various inappropriate comments.

• LDA-based News Topic Modeling: Using LDA-based topic modeling, we discovered and

defined topics of news videos based on the caption.

• Topic/Toxicity Association: Using the discovered topics, we assigned videos to specific topics

and explore the topic/toxicity associations for different toxic behaviors. Further, we provided

an in-depth analysis of the toxic comments, including popularity and users’ interactions with

such comments.
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Data Collection and Measurements

In this section, we describe the methods we used for data collection and measurement, data pre-

processing, data representation, toxicity detection, classification, and topic modeling. Figure 4.3

shows the pipeline of the system starting from the data collecting to the final step which is the eval-

uation. The data used in this study consists of comments posted on news videos from YouTube,

as well as the captions of these videos. We collected more than 7.3 million comments posted on

roughly 14,500 news videos from popular 30 news channels. The collected comments are com-

ments posted from early 2007 until October 2019. We were able to extract video captions from

only 10,883 videos, as the remaining videos do not include captions. Moreover, we extended our

data with the annotated ground truth dataset from the Conversation AI team [14] for the purpose

of training our models.

YouTube News Channels. We collected comments on YouTube videos published by the most

viewed mainstream media based on Ranker [57], a website that relies on millions of users to

rank media contents such as shows and films. We extended our list of mainstream media from

a Wikipedia list of the most viewed news channels [83]. In collecting channels, we were only

concerned with channels that use English as the primary language in delivering their news. Both

Ranker and Wikipedia lists have well-known channels that use non-English speakers to broadcast

their news; those channels were not included in our final list, which included 30 channels.

Collection Approach. Using YouTube APIs, we gathered the most popular 500 videos posted on

each of the selected channels (the 30 most ranked channels that constitute our list). We observed

that some channels have less than 500 videos, and therefore the final list of targeted videos contains

14,506 videos. In the collection process, we utilized four different YouTube APIs [87], each is used

for obtaining a different set of features. We retrieved videos IDs using YouTube search API, which

takes channel name as an argument along with a filtering option that is set to the popularity of the

video. After passing the search argument, the API returns a list of videos IDs, which we used to

extract the comments. To extract comments and statistics ( e.g. number of views, likes, dislikes)
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Figure 4.4: The distribution of news videos over the past years.
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Figure 4.5: The average number of comments per video.

of each video ID, we used two different APIs, namely, YouTube comments and YouTube videos.

To obtain the caption of videos, we used YouTube transcript API. By doing so, we collected more

than 7.3 million comments from 14,506 videos, and 10,883 video captions.

Data Statistics and Measurements. The popularity of the selected channels can be seen in the

average number of 1.8 million subscribers for each channel. Also, the videos uploaded by these

channels have a high average number of views and comments, with 383,402 views and 509 com-

ments per video. We collected a total of 7.3 million comments posted by 2,992,273 unique users.

Figure 4.4 shows the distribution of the observed videos over the past 13 years (2007 to 2019).

As shown, most of these videos were published in 2019, as the trend shows an increase in videos

popularity in recent years.

Moreover, we studied people’s interactions with the videos through comments, and Figure 4.5
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Figure 4.6: The average number of views per news video for the top-15 mainstream channels.
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Figure 4.7: The average number of comments per news video for the top-15 mainstream channels.

shows the average number of comments on each video across different years. We found that the

videos published in 2018 maintain the highest average number of comments with 1,019 comments

per video. Another factor showing the popularity of the channels used in our study is the average

number of views, as shown in Figure 4.6 for the top-15 most-viewed channels. For instance, videos

collected from channels such as ABC, CNN, and RT have a considerably high number of views

(i.e. with an average exceeds one million views per video). Intuitively, as the number of views

increases, the number of comments is more likely to increase. The average number of comments

posted on videos from the most popular mainstream media channels on YouTube is very high as

shown in Figure 4.7. Here, the videos published by CNN, ABC, and Fox news have the highest

average number of comments per video which are 6,622, 4,243, and 3,581 respectively. Generally,

most of the top-15 channels maintain an average of more than 500 comments per video.
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Toxicity-related Annotated Datasets. Studying user’s behavior in the comment section, including

toxic behavior, we utilized two datasets to train a machine learning-based ensemble classifier for

toxic comment detection and classification: (1) Wikipedia comments created by Conversation AI

team [14] and (2) our own manually annotated YouTube comments.

1 Wikipedia Ground Truth Dataset. This dataset has around 160,000 comments from Wikipedia

Talk pages, manually annotated by the Conversation AI team [14]. In this dataset, around 143,000

comments are labeled as safe, while the remaining samples are assigned labels of five types of tox-

icity (i.e. 15,294 toxic, 8,449 obscene, 7,877 insult, 478 threat, and 1,405 identity hate comments).

The collected data is summarized in Table 3.1.

2 YouTube Ground Truth Dataset. In addition to the Wikipedia ground truth dataset, we cre-

ated our own dataset by manually annotating 5,958 YouTube comments. The annotated comments

are distributed as follows: 1,832 safe comments, 4,126 toxic comments, 2,367 obscene comments,

1,650 insult comments, 550 threat comments, and 788 identity hate comments. Each comment is

either toxic or safe. The toxic comments may then be mapped to five different toxic categories

(i.e. toxic, obscene, insult, threat, and identity hate). When manually labeling these comments, we

considered some explicit rules that we briefly describe in the following. We labeled comments as

obscene when they are morally offensive and/or when they have socially profane words. Further-

more, when such profanity is used with others, we labeled the comments as an insult. If offensive

language was used against a group of people, based on their race, color, or ethnicity, the comments

are labeled as identity hate. We note that, labeling comments as identity hate is a challenging,

and highly subjective task [50] [61]. Some comments did not have any profanity, but they imply

threats to other users or the video publisher. Therefore, we labeled such comments as a threat.

Toxic comments that are socially unacceptable, and do not imply any of the aforementioned cate-

gories, were labeled as toxic only. We avoided using multiple annotators across different folds of

the manually-labeled dataset, and rather pursued this slow labeling method, to avoid inconsistency

and subjectivity in interpretation.
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Safe Ground Truth Dataset. For the safe comments, we combined the safe comments of both

datasets used in this study, i.e. our manually annotated YouTube comments and the Conversation

AI team dataset of comments.

Data Preprocessing

We adopted several preprocessing steps before further data representation and modeling to clean

and ensure proper handling of data. We describe the used preprocessing steps for both captions

and comments as follows. 1 We initially removed all non-English contents across all datasets,

and limit our analysis to English-written comments. 2 We eliminated irrelevant characters and

tokens, e.g. punctuation, and other characters that represent or encode emojis. 3 We removed the

stop-words for all datasets. Furthermore, we conducted additional steps to preprocess the captions

including the following. 4 We removed frequent words that appear in more than 50% of the news

scripts as they are shown to be for describing general contents. We also eliminated the rare words

that appear less than five times in all the corpus. 4 We applied both lemmatization and stemming

process, the lemmatization done using WordNet lemmatizer [45] and the stemming process, using

the Snowball stemmer [69].

Comments Data Representation. To perform a machine learning task on textual data, the text has

to be transformed into a numerical representation. This process allows the machine learning mod-

els to learn and capture various patterns of the text.For the numerical representations processing,

the raw text is inputted and transformed into numerical vectors that vary in shape and size based

on the utilized representation method. For data representation, we explored the effects of using

different data representation methods, namely, Word2Vec [44] and Glove [54]. These two methods

are among the most commonly used approaches for textual data representation. Both Word2Vec

and Glove are representation methods that generate word embeddings, which are numerical vectors

with predefined dimensions. These word embeddings are concatenated to construct the full-text

representation as a sequence of vectors with the same size as the included words. This study uti-
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lized the pre-trained word representation models available with the Natural Language Processing

(NLP) tools. Specifically, we use the pretrained Word2Vec from Gensim [59] and Glove from

Stanford NLP Group [54].

Word2Vec. Word2Vec is a model trained in order to map words to numerical vectors. In Word2Vec,

words occurring in a similar context will be mapped into similar vectors representation. Word2Vec

is a widely used representation method in the NLP field due to its their ability to capture different

relationships among words. Capturing such relationships is possible when acquiring enough data,

enabling the Word2Vec model to accurately predict the word meaning based on past appearances

from the provided context. Those predictions can also be used to describe a word association with

other words in the same context. (e.g. what “car” is to “automobile” what “man” is to “woman”).

Word2Vec is trained using two approaches. The first approach is a continuous bag of words (or

CBOW), which uses the input context to predict a target word. The second approach is skip-gram,

which uses a word to predict a target context. Skip-gram is widely used due to its ability in captur-

ing and producing accurate results on large datasets. With the skip-gram approach, we are given

a corpus of words w and their contexts c. We considered the conditional probabilities p(c|w), and

given a corpus Te× t, the goal becomes to set the parameters θ of p(c|w; θ) in order to maximize

the corpus probability using the following formula: arg maxθ
∏

w∈Te×t

[∏
c∈C(w) p(c|w; θ)

]
,where

C(w) is the set of contexts of word w. Using Word2Vec, we transformed all comments into numer-

ical vectors. During this task, we tried different configurations (i.e. vector size) of the pre-trained

models, and chose the one that achieve the highest accuracy during the evaluation of our models.

Glove. Glove is an unsupervised learning algorithm that generates numerical representations for

words in a given document. The training occurred on aggregated global word-word co-occurrence

statistics from a corpus. Given a corpus with V words, the co-occurrence matrixX will be a matrix

of V × V elements, where the element indexed by the ith row and jth column of X , namely Xij ,

represents how many times the word i has co-occurred with the word j, represented as Pik

Pjk
, where

Pik = Xik

Xi
. Here, Pik represents the probability of the word i occurring with the word k, which
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can be calculated by dividing the number of times both words occurred together Xik over the total

number of times the word i occurred in the entire corpus; i.e. Xi [54].

Using word representations, i.e. word2Vec and Glove, comments are represented as a sequence of

word embedding as Commenti ∈ Rn×d, where n is the number of words in the i-th comment and

d is the dimension of the word representation. For efficient processing and tensor-based operation,

i.e. batch of samples in predefined tensor with the dimensions of batch size × sequence size ×

word embeddings, we adopted a predefined sequence size to represent a comment. With the

sequence size, comments with larger size are truncated, while smaller ones are padded with zeros.

In the following, we briefly describe the two used pre-trained models for comments representation.

1 Word2Vec settings: For our experiments, we explored different configurations for represent-

ing comments using Word2Vec, including the word embeddings size and the sequence size (i.e. the

number of words included for representing a comment). The best settings for comment represen-

tations using Word2Vec is using word embeddings of size 300 and a sequence size of 50 words. 2

Glove settings: For our experiments, we explored different configurations for representing com-

ments using Glove, including the word embeddings size and the sequence size. We achieved the

best results by adopting word embeddings of size 50 and sequence size of 100 words.

Captions Data Representation. Investigating the topic/comments associations requires defining

and understanding the topics raised in videos where the comments are observed. This under-

standing of topics can be done using topic modeling on captions extracted from videos. For the

topic modeling task and topics assignment to videos, we extracted and pre-processed captions

from the videos, i.e. transforming captions to lowercase, tokenization, and eliminating irrelevant

tokens such as stopwords, punctuation, and words containing less than three characters. After

the pre-processing phase, captions are represented using a bag of words method, in which words

are assigned a unique identifier. In the bag-of-words scheme, a video caption is represented with

statistical values calculated for each word of the captions. Considering large-scale datasets, the

bag-of-words representation vector can be sparse and high-dimensional. To optimize our bag-of-
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words representation, we adopted several steps including: (1) removing frequent and rare words,

and (2) feature selection. Common words that appear in more than 50% of the captions can be very

general terms with less discriminative features than other words that are less frequent. Rare words,

that appear less than five times in the entire corpus, are also eliminated since they do not have

abstract meaning. To reduce the dimensionality of the bag-of-words representation, we selected

the most frequent 10,000 words to be the caption data representation.

Toxicity Detection Models

We started by detecting and classifying different toxic behaviors in the comments to further exam-

ine their association with the topics covered in the news of which the comments are collected. We

inspected comments for five categories of toxicity: toxic, obscene, insult, threat, and identity hate.

We utilized a deep learning-based ensemble classifier of five specialized models for classifying the

five toxic categories.

Deep Learning-based Architectures. To build the ensemble, our preliminary experiments in-

cluded the examination of capabilities for three deep learning-based architectures—Deep Neu-

ral Networks (DNN), Convolutional Neural Networks (CNN), and Recurrent Neural Networks

(RNN))—in capturing the toxic behavior from comments. Our preliminary results showed that

DNN-based models outperformed other architectures in terms of identifying different toxicity

types. Therefore, we selected the DNN-based architecture as a baseline to construct our ensemble

classifier.

DNN-based Models

DNN is a supervised learning method that can discover both linear and non-linear relationships

between the input and the output. We utilized specialized DNN models, each trained and evaluated

to detect one of the toxic categories, and use them collectively to build our ensemble.

48



Comments that are represented as a sequence of word embeddings are fed to the DNN-based

models to be inspected for the different underlying toxic categories. If the comment generates a

negative output in all models, it can be considered as a safe comment (i.e. the comment does not

imply toxic content). The DNN model architecture used in this study consists of (1) the input layer

of size either (50×300) for the Word2Vec representation or (100×50) for the Glove representation,

(2) two fully connected hidden layers of size 128, with ReLU activation function, and (3) the output

layer with one unit of sigmoid activation function. This unit signaling the probability distribution

of assigning input data to the targeted category. The output layer consist of one unit that applies

a sigmoid activation function sigmoid(z) = 1/(1 + e−z). The output of the sigmoid function,

{y ∈ R | 0 ≤ y ≤ 1}, indicates the probability of assigning an input data to the targeted category.

Decision Threshold. Since the output of the model is a probability distribution, different thresh-

olds can be explored to produce the best results. A commonly-used threshold for assigning a class

to an input data is 0.5 such that ȳ = 1 if y ≥ 0.5). We examined different thresholds for each

model detecting one of the toxic categories to get the best setting in terms of true negative rate and

true positive rate.

Data Representation Effects. our preliminary experiments also included studying the effects of

different data representations on the ensemble performance. We observed that different data repre-

sentations impact the detection of different toxic categories. For example, Glove performs well for

detecting threat comments, while and Word2Vec performs well for detecting toxic, obscene, insult,

and identity hate categories).

Dataset Handling and Splitting. Using the two ground truth datasets, i.e. Wikipedia ground truth

comments and YouTube ground truth comments datasets, we adopted two different approaches to

split the datasets for training and evaluating the models. 1 We adopted a 50/50 splitting method

for the training and testing of our models using our YouTube ground truth comments datasets.

Since the manually annotated comments dataset is relatively small, the training process is initially

done using Wikipedia ground truth comments dataset. Then, each model was fine-tuned using
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the 50% training dataset of the manually annotated YouTube comments. 2 We also used 50/50

training/testing splits of the Wikipedia dataset for exploring different experimental settings. We

note that comments can be categorized into multiple toxic categories, e.g. one comment can be

toxic, obscene, and implies identity hate. Therefore, comments that imply multiple toxic behaviors

can be used for training and evaluating multiple models. To make sure that there is no data leakage

between the training and testing of models, we report the results based on the performance of

individual models separately.

Model Settings and Evaluation

The training was done by minimizing the binary-cross-entropy as follows: loss(θ) = −1
N

∑N
i=1[yi×

log(pi) + (1− yi)× log(1− pi)], where pi is the conditional probability p(yi|xi, θ) for a target yi

given an input xi and a set of parameters θ, i is the i-th record, andN is the total number of records

in the training set. We used RMSprop as our training optimizer, which is a stochastic optimization

algorithm, with a learning rate of 10−3 without decaying over time. We used a mini-batch approach

with a batch size of 128, and a dropout regularization with a rate of 0.2. We set the termination

criterion to be the number of training iterations, which is set to 100 for all trained models.

Evaluation Metrics. To evaluate the models, we used four evaluation metrics, namely, Precision,

F1-score, True Positive Rate (TPR), and True Negative Rate (TNR). The Precision shows how good

a model is in predicting the positive class (P = TP/TP+FP). The F1-score is the harmonic mean of

the precision and recall, and is expressed as (F1-score = 2TP/(2TP+FP+FN)), where TP, FP, and

FN represent True Positive, False Positive, and False Negative, respectively. The TPR represents

the proportion of how many positive predictions were actually correct (TPR = TP/TP+FN). The

TNR is the proportion of the negative predictions out the total of negative-labeled data (TNR =

TN/TN+FP).

50



Topic Modeling using LDA

Topic modeling is a statistical model used to extract a set of topics that occur in a group of doc-

uments. Topic modeling is an unsupervised machine learning technique that processes a set of

documents and detects word and phrase patterns across documents to cluster them based on their

similarities. The topic modeling method defines a set of predetermined topics and assigns topics

to documents based on their contents [36, 9]. In our study, we used the Latent Dirichlet Allocation

(LDA)-based topic modeling approach, one of the most widely used topic modeling methods. The

intuition behind the LDA is to map each document in the corpus to a set of topics, each represented

as a cluster of similar and related words [10].

Fine-grained Topics Extraction

We studied the associations between a specific toxic behavior (e.g. obscenity, insult, threat, and

identity hate) and an extracted topic from videos of mainstream channels. To do so, we use topic

modeling to assign topics to videos based on their caption. This is a challenging task for two

reasons: 1 YouTube categorization is generic and lacks specification of topics covered in the video

script. We observed that most videos (87.3%) published by the news channels are categorized

as News & Politics as shown in Figure 4.1. Based on our analysis of topics that appeared in

news videos, Figure 4.2 shows a variety of topics including war/attack/refugees, violence/crime,

sports/games, economy, and others. 2 We observed that most videos published by news channels

cover more than one news segment.

Using the LDA-based model, we extracted topics on a fine granularity of the video caption to

uncover all topics discussed in each video. To this end, we applied topic modeling on caption seg-

ments of 1,000 words generated from a fine-grained segmentation process of the caption. We chose

to segment captions by 1,000 words based on our analysis of the caption size, since the majority

of collected captions (more than 53%) have at least 1,000 words. This segmentation ensures the
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Figure 4.8: The coherence score for number of topics from 10 to 40 using alpha of 0.61 and beta
of 0.31.

generation of at least one segment per caption and unveiling at least one topic. Intuitively, larger

videos cover multiple topics.

LDA Model Settings and Evaluation

The LDA operates using the bag of words representation of caption segments. The topic model

receives input vectors of 10,000 bag-of-word representation and assigns topics for each segment.

This process includes a training phase that requires setting several parameters such as the number

of topics, alpha (the segment-topic density), and beta (topic-word density). To examine the effect

of different parameters on the modeling task, we conducted a grid search mechanism to obtain the

best configuration of the LDA model that allows for the highest coherence score possible. For the

number of topics, we explored the effects of changing the number of targeted topics from 10 to

40 with an increase of 5 topics each iteration. For tuning alpha and beta parameters, we vary the

values from 0.01 to 1 with an increment of 0.3 at each step. The LDA-model achieves the best

performance using the following settings: [numberoftopics = 20, alpha = 0.61, beta = 0.31]

with a coherence score of 0.55 as shown in Figure 4.8.

Using the best-performing LDA model, we manually inspected the generated topics and assigned a

describing name to those topics. Since some topics share similar keywords, we assigned the same
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Figure 4.9: The evaluation of the ensemble model across categories in terms of TPR and TNR. The
x-axis represents the chosen threshold, and y-axis shows the respective TPR, TNR, and percentage
of detected YouTube comments.

topic name for multiple extracted topics. This manual inspection of generated topics produced 15

distinct topics shown in Figure 4.2. The figure shows that the videos are fairly distributed across

topics as opposed to the categorization provided by YouTube shown in Figure 4.1.

Results and Discussion

This section presents the toxicity detection in comments and provides analysis of toxicity/topics

associations.

Toxicity Detection and Measurement

Using the best TPR/TNR trade-off thresholds, we built an ensemble model to detect and classify

toxic comments on YouTube videos. Figure 4.9 shows the performance of models in detecting toxic
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Figure 4.10: The distribution of the toxic comments over different topics generated by the LDA
model.
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Figure 4.11: The distribution of the obscene comments over different topics generated by LDA.

comments posted on news videos from mainstream media. 1 Toxic Comments: Figure 4.9(a)

shows the performance of the toxic-behavior detection model in terms of TPR and TNR using

different thresholds. We selected the threshold of 0.520 as the best TPR/TNR trade-off with a TPR

of 86.2% and a TNR of 71.2%. This model with the specified threshold shows that 22.4% of the

comments are classified as toxic with a total of 1,648,345 comments. 2 Obscene Comments:

The model operating with a decision threshold of 0.27 achieves a high TPR of 86.6% and TNR

of 88.8% for detecting obscene comments. Figure 4.9(b) shows the results of adopting different

thresholds. Applying the model allows the classification of 7.43% of the comments as obscene

with a total of 547,222 comments. 3 Insult Comments: The specialized model achieves a TPR

of 66.7% and TNR of 85.9% when selecting 0.210 as a threshold for detecting insult comments.

Figure 4.9(c) shows the results using different thresholds. Using this model with the selected
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Figure 4.12: The distribution of the insult comments over different topics generated by LDA.
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Figure 4.13: The distribution of the threat comments over different topics generated by LDA.

threshold, 19.9% of the collected comments are detected as an insult (1,465,030 comments). 4

Threat Comments: The model for detecting threat comments achieved a TNR of 86.1% and

a TPR of 85.4%. This result is realized with a threshold of 0.220 as shown in Figure 4.9(d).

Adopting this model shows that 2.88% of the comments (211,921 comments) is classified as a

threat. 5 Identity Hate Comments: Figure 4.9(e) shows the outstanding performance of the

specialized model for detecting identity hate. Using a decision threshold of 0.140, the model

achieves a TPR of 74.8% and a TNR of 98.4%. The model shows that 7.03% of the comments are

classified as identity hate with a total of 518,213 comments.
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Figure 4.14: The distribution of the identity hate comments over different topics generated by the
LDA model.

Toxicity and Topics Associations

The detection of several toxic behaviors and accessibility of topic categorization of videos enables

us to examine toxicity/topic associations. Such associations show whether specific toxicity is topic-

driven or derived by other factors. Based on our topic model and ensemble classifier, we examined

the presence of the five types of toxic comments on each topic of our LDA-based topic model.

1 Toxic Comments: Figure 4.10 shows that the videos discussing topics related to religions,

violence/crime have the highest rate of toxic comments, with roughly 25% of the comments are

toxic. On the other hand, economy-related news shows the lowest rate of toxic comments with

17% of the total number of comments. 2 Obscene Comments: The violence/crime-related news

show the highest number of obscene comments with 10% of the total comments. News about the

United States foreign policy had the least number of obscene comments with only 3% of the total

comment on the topic as shown in Figure 4.11. 3 Insult Comments: We examined the presence

of insult comments on different news topics. The news related to religion, African affairs, and the

United States political parties show that about 23% of their comments are labeled as an insult. In

contrast, comments posted on news related to family, education, and economy have the lowest rate

of insult comments as shown in Figure 4.12. 4 Threat Comments: When studying the presence

of threat comments on different news topics, we observed that news related to violence/crime and

war/attacks/refugees show the highest number of threat comments as shown in Figure 4.13 with
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Figure 4.15: The overall ratio of toxic comments on mainstream media channels videos over the
past years, maintaining roughly the same ratio over the past years.

rates of 5%, 4%, respectively. The news related to the United States political parties has the least

number of threat comments with only 1% of comments. 5 Identity Hate Comments: Among the

15 news topics, African affairs, and religion news have the highest ratio of identity hate comments

with a rate of 20% of total comments. While news related to climate/energy and the United States

foreign policy have the least number of identity hate comments with about 4% of total comments

as shown in Figure 4.14.

Content-related Toxicity. We note that toxic comments can be posted due to several factors and

may not be totally driven by the covered topics. In an attempt to relate specific toxic comments

with the topic’s content, we conducted a statistical analysis to measure the commonalities between

comments and the content of the caption. For videos of each topic, we obtained the average

number of common terms and expressions to be the baseline of indicating the relationship between

the topic and the toxic comment. We note that this might not always hold. However, we observed

that comments containing a number of common terms with the caption that is higher than the

average of common terms in a target topic are more likely to be related to the topics covered in the

caption. This analysis produced similar ratios of different toxic behaviors in different news topics.

We show these ratios in the figures 4.10, 4.11, 4.12, 4.13, 4.14.
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Figure 4.16: The average number of views and likes on news videos containing toxic comments.
Such videos have high average number of views, likes, and dislikes.

10.24

5.81

3.34

5.78

10.01

7.47

0.88 0.63 0.39 0.67 0.84 1.09
0

5

10

15

Safe Toxic Obscene Insult Threat Idnetity hate

Av
er

ag
e

Toxicty Type

Likes RepliesMax

Figure 4.17: The average number of like and replies received by toxic comments. Comments
associated with threat and identity hate have higher number of likes and replies.

Video and Toxicity Popularity

Despite the efforts taken by comments moderators on YouTube, we uncovered a large portion

of toxic comments posted on different news topics. This seems to be almost consistent over the

years as shown in Figure 4.15. This study also investigated the popularity of videos with toxic

comments and the interactions of users with such comments. Figure 4.16 shows that there are

more than 10,000 out of 14,506 (≈69%) videos containing toxic comments. The figure shows that

most type of toxic behavior is identity hate and insult.

Videos with toxic comments are popular, with a very high average number of views, where most

of them have around half a million views with an average of 5,000 likes per video. Such statistics
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Figure 4.18: The output produced by the LIME framework for two comments with the same iden-
tity word each assigning the identity words different weight based on the given context.

indicate that more users are exposed to such toxic behavior. Moreover, we investigated the interac-

tions with these toxic comments, these are a measure to boost the comments’ popularity to become

visible to a large number of users. To perform such analysis, we calculated the average number of

likes and replies to comments that belong to each of the five toxic categories, as well as the safe

comments as shown in Figure 4.17. Comments categorized as threat or identity hate receive high

user interactions with almost one reply on average, and 10.01 and 7.74 likes, respectively.

Examining Identity Bias

In order to validate the results of the models, we performed an analysis to examine whether the uti-

lized models in this study exhibit bias towards certain group of people. Towards that, we collected

a list of identity words from different sources [60, 51, 81] and filter the toxic comments that have

any of the identity word in the list. Then, we use explainable AI to pinpoint the exact word that

contributed positively to the final output of the classifier. Specifically, we use Local Interpretable

Model-Agnostic Explanations (LIME) which provide qualitative understanding of the model’s de-

cisions. We perform such a step to check whether an identity word contributed positively to the

toxicity decision.

Using LIME on each comment, a set of words will be generated as shown in Figure 4.18 noted

as lime words which represents the top 10 words that have an impact on the classifier decision.
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Alongside the set of words, a set of weights note as lime weights indicate the amount of the impact

for each corresponding words in the lime words will be generated as well. Using both the words

and the assigned weights, the results shows that, there is no clear evidence that any of the identity

words we investigated have by itself a positive impact on the model decision. For example, when

considering the identity word america in a safe context the model will not assign any weight to

it considering it as a toxic feature. Meanwhile, when an identity word occur in toxic context

the model will assign weight to both the identity word and the toxic words. This indicates that

the model is not considering some word are toxic unless they are related to identity word then it

consider it an insult which is a toxic text.

Summary

In this study, we designed and evaluated an ensemble of models to detect various types of toxicity

in comments posted on the mainstream media channels YouTube. We started by collecting a large

dataset of YouTube comments (more than seven million YouTube comments) posted on 14,506

YouTube news videos. Exploring several deep learning architectures and experimental settings,

the proposed ensemble was able to detect toxic comments with high accuracy. Despite the efforts

in comment moderation taken by YouTube, our study shows the existence of a large number of

toxic comments. Moreover, the average number of toxic comments is nearly consistent over the

past 10 years. We also found that≈69% of the collected videos contain toxic comments, with most

of them were either expressing some sort of identity hate or insulting other users. Furthermore,

we investigated the correlation between the content of news videos and different toxic behaviors

on YouTube, namely, toxicity, obscenity, insulting, threatening, and identity hate. Using LDA on

the news captions of 10,883 news videos, we extracted 15 topics, that are used to categorize the

collected videos. We provided an in-depth analysis of topic/toxicity associations. Our analysis

shows that religion and violence/crime-related news has the highest rate of toxic comments, while

economy-related news has the lowest rate of toxic comments. This study shows the need for more
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effective approaches to keep the comment section clean, especially in controversial topics that

seem to draw toxic behavior.
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CHAPTER 5: STUDYING USERS BEHAVIOR BEFORE AND DURING

COVID-19: A MEASUREMENTS OF TRENDING TOPICS AND

SENTIMENTS

COVID-19 is a highly transmissible respiratory virus and the biggest public health concern of this

century, declared as a global pandemic by the World Health Organization on March 11, 2020 [84].

As of September 2021, there are more than 225 million confirmed COVID-19 cases, with 4.63

million deaths and 201 million recovered cases worldwide [85]. While older people are more

likely to be at risk of serious health impact caused by the virus, young people may suffer its long-

term social and economic impacts [40]. Such impacts might affect people’s life and behavior,

including their interaction with each other, communication, as well as their view of certain critical

issues such as jobs and overall mental health [11].

The advancements in technologies, especially the major role that computer technologies play, have

clearly shown their contribution to some critical medical decisions, such as pandemics and infec-

tious diseases [8, 37, 6]. Recently, the massive data that has been gathered throughout the past

years has been utilized by many researchers to enabling them to make informed decisions and

disease prevention methods [52, 74]. Nowadays, data obtained from different social media plat-

forms have become the basis for researchers and health officials for studying a variety of social

and mental issues [56, 22].

Since early 2020, when COVID-19 started spreading worldwide, governments instantiate several

measures in an attempt to limit the spread of the virus including, social distancing and other precau-

tion methods were taken. This led to massive growth in using the popular social media platforms,

particularly the main medium for communication and entertainment such as Twitter, Facebook

This work has been published at Accepted in the 9th International Conference on Computational Data and Social
Networks (CSoNet 2020).
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and YouTube [71]. The amount of data resulting from the surge in using social media during the

pandemic is vital for researchers and data scientists, which can be reflected in their behavior and

perception. [72, 77].

In the past, several studies have focused on understanding people’s reactions and perception of a

variety of topics discussed on social media [4, 3]. Such studies focused on understanding the high

volume of engagement with certain issues, and people’s perception using sentiment analysis. This

allows for a better understanding of users’ behavior and their reactions toward a particular topic.

However, understanding and monitoring people’s reactions and perception of a variety of topics

discussed on social media is crucial for health officials during this pandemic [19, 47]. For instance,

when the pandemic initially hits Italy, the people of Lombardy, the fourth-largest region of Italy,

were sharing and discussing the possibility of a lock-down based on a CNN article [75]. Therefore,

a massive crowd of people was trying to flee the region to avoid being locked-down. This, in turn,

resulted in crowded public transportation and airports, which has made the overall health situation

even worse. Such incidents, and other similar ones, can be at least anticipated by health officials if

they were to know what is being discussed on social media and how the people are reacting to it,

in order to enforce better guidance to contain the spread of the virus.

In this work, we provide an in-depth analysis of how the pandemic has affected users’ interaction

on Twitter, including the discussed topic, trending hashtags, mentioned users, people’s perception

of their sentiment, and the emojis they use. Particularly, we collected 103 million tweets from

four English-speaking countries from October 2019 until November 2020, five months before the

outbreak and nine months after. We then study the overall impact of the outbreak of COVID-19 on

peoples’ behaviors through the topics they engage with, and their sentiment toward them. We also

conducted a country-based analysis to observe the different concerns and what might cause such

change in the topics discussed on Twitter.

Our analysis shows that people are mostly worried about their health and economic situation. We

observed such concern in the high volume of engagement during the pandemic on tweets related
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to health services and the economy, where we observed an increase of 99.51% and 19.60% from

February 2020 to March 2020, respectively. The analysis also showed that, when the traffic hashtag

was trending in the United States, which might indicate that more people are going out, there was

a spike in the cases which can be predicted from such study and prevented in the future. Moreover,

we show that during such time, government officials are expected to play a huge role in addressing

these issues, as in all four countries, government officials were from the most mentioned users on

Twitter during the time of the pandemic.

Contributions. This work studies the social impact of user’s behavior on Twitter before and during

the pandemic. In particular, we make the following contributions:

• We collect a large-scale dataset of 103 million tweets from four English-speaking countries,

namely, the United States, Canada, England, and Australia, collected over 14 months.

• We provide an in-depth analysis of the collected tweets, showing the shift of the topics

discussed before and during the outbreak of COVID-19.

• We provide insights on who and what could be of interest to the people during the pandemic,

by extracting and analyzing hashtags, mentions, and used emojis. Our analysis shows that

most mentioned accounts were accounts belongs to people representing their governments,

such as presidents, ministers, and government officials.

• We utilize the advancements in deep learning and natural language processing techniques

to extract and track topics discussed in Twitter, along with the trends of users’ behaviors

towards these topics. Our analysis shows a high increase in the negative sentiments of tweets

posted since COVID-19 was declared as a global pandemic. Among all categories, tweets

related to “Health services” and “Jobs/Businesses” have the highest ratio of negativity in

March 2020, as people were concerned about their health and losing their jobs.

Understanding and monitoring people’s concerns and needs can help authority health officials to

instantiate better guidance and measures to contain the spread of the virus. Therefore, in this study,
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Figure 5.1: The distribution of collected tweets over countries. 74.85% of the tweets are collected
from the United States.
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Figure 5.2: The distribution of collected tweets over different cities. Eight cities (57%) are within
the United States.

we provide in-depth analysis and insights into how the pandemic has impacted people’s behavior

towards topics discussed on Twitter. Moreover, we analyze trends and shifts of emotions and

feelings observed when discussing these topics before and after the pandemic. To do so, we utilize

state-of-the-art techniques to detect, model, and track different topics from tweets collected in

time-frame covering periods before and after the COVID-19 outbreak. After observing the major

topics discussed during the data collection period, we adopted a deep learning-based sentiment
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Figure 5.3: The number of collected tweets per month within the studied duration. Note that the
number of tweets is evenly distributed over the months, with an average of 7 million tweets per
month.

analysis to study the people’s perceptions of these topics before and after the pandemic.

Data Collection and Representation

In this work, we study and analyze the shift and change in users’ sentiment and behavior toward

various topics before and during the outbreak of COVID-19. To this end, we collect a large-

scale dataset of more than 103 million tweets from four English-speaking countries, namely: the

United States, England, Canada, and Australia. The data collection process includes scraping

tweets originated from cities with the highest amount of daily-tweets in the four selected countries

over 14 months, starting from early October 2019 until late November 2020.

We used Twint [28], a tool for scraping tweets from Twitter profiles through the browser without

directly accessing the official Twitter’s API, to scrap the tweets by location and time. Twint facili-

tates the large and unrestricted collection of data for our analysis since the official API has a limited

number of requests daily. Besides the collected tweets, we use Sentiment140 dataset [33], a collec-

tion of 1.6 million tweets, 800,000 tweets labeled as positive (i.e. positive sentiment), and 800,000

tweets labeled as negative (i.e. negative sentiment). The latter dataset is used as ground-truth for
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training and evaluating the sentiment classifier.

Data Collection: Statistics and Measurements. The collected tweets are distributed over a period

of 14 months across four countries, as shown in Fig. 5.1. Since the United States has by far the

largest number of users on Twitter (62.55 million users) [30], 74.85% of the tweets are from the

United States. Note that both Australia and Canada have fewer users compared to the United States.

Therefore, we limited the data collection from these countries to one major city from each country,

with the highest number of tweets originated from Toronto (Canada) and Sydney (Australia), as

shown in Fig. 5.2. The number of tweets monthly has an average of 7 million tweets per month,

with a peak of 14 million tweets in November of 2020 as shown in Fig. 5.3. This increase is mainly

contributed to the high volume of tweets related to the 2020 United States election [76].

Data Preprocessing

In order to understand users’ behavior on Twitter before and during the COVID-19 outbreak, we

perform two tasks: topic modeling and sentiment analysis. The topic modeling task aims to detect

topics that were discussed during the studied period while keeping track of the emerging trends

related to these topics. The sentiment analysis task aims to explore people’s perceptions and the

reaction of topics and whether the behaviors towards these topics are impacted by the pandemic,

in a correlation-based analysis.

Each task requires different data preprocessing steps. For topic modeling, we cleaned the col-

lected tweets by removing special characters, URLs, as well as non-English characters. Then, we

removed stopwords and short phrases with less than three characters. This preprocessing step is

important considering the targeted task, i.e. topic modeling since topics are informed by keywords

that occur across a large number of documents.

For the sentiment analysis task, we kept the original tweets and applied WordPiece tokeniza-

tion [63] on the collected tweets. Skipping other preprocessing steps, such as eliminating stop-

words and non-English characters representing emojis, improves the performance without im-
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pacting the accuracy of the analysis. This is due to the employment of Bidirectional Encoder

Representations from Transformers (BERT), which utilizes WordPiece tokenization in its core.

WordPiece tokenization is a word segmentation algorithm that forms a new subword of a token

using a pre-trained likelihood probability model, e.g. the word “working” is divided into two sub-

words; “work” and “ing”. This is particularly beneficial when handling out-of-vocabulary words.

We describe the use of WordPiece in the following section.

Data Representation

The topic modeling and sentiment analysis tasks require transforming the text to numerical en-

coding and count-based representations. For that, we used bag-of-words representation for topic

modeling and WordPiece tokenizer for sentiment analysis.

Bag-of-Words Representations. For the topic modeling task, representing the documents as clus-

ters of different topics, based on the similarity score of their context, goal, or interest, requires

considering frequent terms from the content of documents. Therefore, a bag-of-words model is

a well-fit candidate for this task. Bag-of-words or (BoW) for short, is a technique that extracts

features from text to be used in modeling, such as machine learning algorithms. The approach is

quite simple and easy, and can be used in a variety of ways for extracting features from documents.

In a document, BoW is a numerical representation of a given text that calculates the occurrence

of words within a document. It consists of two tasks building a dictionary of all terms from a

collection of documents. Then, measuring the presence of these words for each document.

In order to utilize different state-of-the-art topic modeling techniques, tweets are first represented

using a BoW during the data representation phase, in which a tweet is transformed into a vector

of values that represent the presence or the weight of all unique words in the corpus in relation

to the tweet. A tweet is commonly represented with a hot-encoding vector that highlights the

existing words of the tweet against all terms in the dictionary. Considering the fact that we are

handling over 100 million tweets that have a huge number of unique terms, the dictionary, defined
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as the collection of all unique terms in a corpus, can be very large. This will produce sparse and

high-dimensional BoW representations. To optimize the bag-of-words representation of tweets,

we remove the most frequent and rare words. Common words that appear in more than 50% of

all tweets are considered general terms with less discriminative meaning than other less frequent

words. Rare words that appear less than 1,000 times in the entire corpus are also eliminated, as

they only introduce noise to the data representation. We note that we create a pre-defined list of

words related to COVID-19 in the final feature set, including terms such as: coronavirus, virus,

corona, COVID19, COVID-19, and COVID.

Finally, and in order to reduce the dimensionality of the bag-of-words representation, we selected

the most frequent 10,000 words to be the baseline features for representing the tweets.

WordPiece-based Representations. Due to the difference in the two tasks, we utilized different

methods in the data representation. For the sentiment analysis task, we use a WordPiece-based

representation method to represent tweets to the BERT model [16]. The WordPiece technique is

based on a subword tokenization scheme with a vocabulary of size 30,000 tokens. The generated

vocabulary of a fixed number of words, sub-words, and characters is helpful in addressing out-of-

vocabulary words by splitting unrecognized words into sub-words, if no sub-word matches in the

pre-defined dictionary, it is then split further into characters and then mapped to the corresponding

embedding. This technique has been proven efficient as opposed to other embedding mechanisms

that map all of the out-of-vocabulary words to one token, such as ‘UNK’ [63, 86].

Tweets are then represented as a matrix, where the ith row contains the embedding of the ith word

in the corresponding tweet. For our implementation, we used 70 words as the length of tweets and

768 as the length of the word embedding vector, i.e. each tweet is represented as 70× 768 matrix.

We note that, in the collected dataset, 99.8% of the tweets were within this length. While word

embedding of size 768 is the pre-defined size in the BERT model.
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Methodology

Investigating the trends of these topics and the impact of the pandemic on users’ reactions to these

topics (in a correlation analysis), requires powerful tools and techniques such as topic modeling.

LDA Topic Modeling. Topic modeling is an unsupervised machine learning technique that is

typically used to extract a set of topics in a group of documents. Topic modeling processes a set of

documents and detects the repeated patterns of words and phrases across documents, to cluster the

documents based on their similarities [36, 9]. Using topic modeling, topics are represented with a

cluster of similar and related words [10]. This enables the detection and tracking of topics through

the data collection period. Accurate detection of topics allows real-time analysis and observation

of trends, e.g. users’ reactions and behavior towards topics.

This study utilizes the MALLET’s Latent Dirichlet Allocation (LDA)-based topic modeling tech-

nique [42], a state-of-the-art topic modeling approach that maps each document in the corpus to a

set of topics. LDA represents documents as random mixtures over latent topics, where each of the

produced topics is constructed by a distribution of words. Each word wt in a corpus w is presum-

ably generated from a latent topic zt, which is originated from a document-specific over set of T

topics.

The word produced by the LDA is calculated by a conditional distribution P (wt = i | zt = k),

denoted as T (W − 1) free parameters, where T represents the desired number of topics andW is

the size of the entire vocabulary in the given documents. The provided parameters are described

by Φ, with P (wt = i | zt = k) ≡ φi|k. Φ can be considered as a probability matrix, in which the

kth row, is the distribution of words for a given topic k, is described as φk. Following the same

scheme, topic generated by the LDA is defined by a conditional distribution P (zt = k | dt = d),

denoted by D(T − 1) free parameters, where D represents the number of documents in the entire

collection. The aforementioned parameters construct a matrix Θ, with P (zt = k | dt = d) ≡ θk|d.

The dth row of this matrix is the distribution of topics generated for a given document d, denoted
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Figure 5.4: This pipeline shows the flow of for LDA topic modeling training.

by θd. The joint probability of a corpus w and a set of the generated latent topics z is

P (w, z | Φ,Θ) =
∏
i

∏
k

∏
d

φ
Ni|k
i|k θ

Nk|d
k|d (5.1)

where Ni|k represents how many times that the word i was generated by the topic k, and Nk|d

represents the number of times that the topic k occurred in the document d.

When applying LDA, each tweet is assigned to a topic with a probability score, allowing the tweet

to be recognized in different topics. For our analysis, we assign the tweet to the topic with the

highest probability. The pipeline of the implemented LDA process is presented in Fig. 5.4.

LDA Configuration and Evaluation

After the data collection and preprocessing, tweets are represented using bag-of-words vector rep-

resentations. Considering vectors of 10,000 bag-of-words representation as an input, the LDA

model assigns topics for each tweet.

Establishing the topic model requires accurate data preprocessing and model training. In which, a

number of topics are investigated in terms of the coherence score of topics. The coherence score

is a score calculated for each topic by measuring the semantic similarity between words that have

the highest score within the given topic. The word score is calculated based on the frequency of
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Figure 5.5: The LDA coherence score using a different number of topics.

the word within the topic and its inverse frequency with other topics as follows:

Coherence Score =
∑
i<j

score (wi, wj)

where wi, wj are the top words of the topic. This method provides distinguishable measurements

between topics that are semantically similar. The higher the coherence value, the better the quality

of the clustering, indicating better topic modeling and assignment.

We examined the effect of changing the number of the extracted topics on the modeling task.

In particular, we explore extracting 10–100 topics with an increase of 5 topics, while observing

the coherence score achieved in each iteration. Fig. 5.5 shows the coherence score for various

numbers of topics. The highest coherence score achieved was when the number of topics is 60

with a coherence score of 0.55. After inspecting the topics generated by the best model with the

highest coherence score, we defined 30 distinct topics. We note that, after manually examining

generated clusters of words each representing a topic, we then merged similar ones which have

common keywords into one cluster. This resulted in 30 unique clusters of words out of 60 clusters

that were originally produced by the model. The merging process was manually conducted based

on the observations of shared common keywords and the discussed ideas.
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Figure 5.6: The general flow of the sentiment analysis pipeline. Sentiment140 dataset is used to
fine-tune the BERT-based model for the sentiment classification task.

BERT Sentiment Analysis

The second task we aim to address is investigating the trends and shifts in perceptions of certain

topics discussed on Twitter during the data collection period. This task is done by examining the

sentiments observed on different topics before and during the pandemic Using Bidirectional En-

coder Representations from Transformers (BERT) [16]. In its essence, BERT is a language model

that benefits from the attention mechanism used in the transformer architecture[80]. The atten-

tion mechanism has two six-layers of encoders that have the ability to learn contextual relations

between words in a given text, as well as six layers of decoders that generate the needed output

for a given task. As opposed to traditional NLP models that read textual data sequentially from

right-to-left or left-to-right, the transformer encoder is considered bidirectional since it reads the

entire given text at once, allowing the model to capture the context of each word based on its sur-

roundings. Since BERT is a language model, it uses only the encoder part of the transformer. By

adding a new layer to the core model.

BERT fits a wide variety of NLP language tasks, such as classification, question answering, as
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well as named entity recognition. BERT architecture follows a fine-tuning approach that does

not require a particular architecture for each NLP task. This is useful in the way that it requires

minimum knowledge of the model design architecture to be utilized to solve most of the NLP tasks.

Instead, it should learn such knowledge from data. BERT has two pre-trained models as follow:

BERT BASE : the base model setting has 12 layers with 768 hidden units in addition to 12 bidirec-

tional self-attention heads and the total number of parameters in this setting is 110M

BERT LARGE : the large model setting has 24 layers with 1024 hidden units in 16 bidirectional self-

attention heads and the total number of parameters in this model is 340M. In our implementation

of BERT, we used BERT BASE since these settings deliver the best trade-off between the accuracy

and retraining time. As we can see in this pipeline Fig. 5.6, the BERT base is a stack of 12

encoders. Each of them is a transformer block. The input has to be provided to the first encoder.

The BERT encoder takes a sequence of tokens (words) as shown in the pipeline and the tokens are

then processed and converted. For the classification task, the special token [CLS] is inserted at

the beginning of the first sentence. Then another special token denoted as [SEP] is inserted at the

end of each sentence in a given text. The separated sentences are then marked to be differentiated

in the segment embeddings part. In addition, the model adds the position of each token in the

sequence to get position embeddings. Finally, the sum of the three embeddings becomes the final

input to the BERT Encoder.

Fine-tuning BERT for Sentiment Classification

The goal of the sentiment classification task is to classify the sentiment polarity of a piece of text

e.g.tweet to be either positive or negative. In this study, tweets are separated per sentence, with two

special tokens indicating the start and the end of the tweet. Then, each tweet is fed into the trained

BERT model, providing the embedding of each word in the tweet considering its surroundings.

The output of the BERT model is a sigmoid activation function for binary classification signaling

the polarity of the tweet, i.e. either positive or negative sentiment.
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Table 5.1: Evaluation of deep learning models on sentiment analysis task. The BERT-based model
outperforms its counterparts, therefore, used as the baseline in our analysis.

Model True Positive Rate True Negative Rate Precision F-1 score

DNN 80.15% 80.97% 80.91% 80.53%
CNN 81.51% 82.67% 82.55% 82.03%
LSTM 81.60% 81.62% 81.71% 81.65%
BERT 86.77% 87.45% 87.35% 87.06%

Sentiment Classifier Evaluation Metrics

To establish a baseline sentiment analysis model, we used a ground-truth benchmark dataset of 1.6

million annotated tweets for sentiment analysis task [33].

The sentiment classifier performance was evaluated using four evaluation metrics, namely, True

Positive Rate (TPR), and True Negative Rate (TNR), Precision, and F1-score. Precision measures

how good a model is in term of identifying the positive class (P = TP/TP+FP). F1-score is cal-

culated as (F1-score = 2TP/2TP+FP+FN) where TP, FP, and FN represent True Positive, False

Positive, and False Negative, respectively. The TPR measures the percentage of how many positive

samples are correctly identified (TPR = TP/TP+FN). The TNR measures the percentage of how

many negative samples are correctly identified (TNR = TN/TN+FP).

We started the work by conducting several preliminary experiments to determine the best model

architecture to perform the task, including deep learning-based techniques such as Deep Neural

Networks (DNN), Convolutional Neural Networks (CNN), Long Short Term Memory (LSTM),

and BERT. Using the ground-truth dataset, the achieved F-1 scores were 80.53%, 82.03%, 81.65%,

and 87.06% for DNN, CNN, LSTM, and BERT, respectively. Table 5.1 shows the achieved results

of different models performing the sentiment analysis in terms of true positive rate, true negative

rate, precision, and the F-1 score. Note that BERT outperforms all others, achieving a precision

accuracy of 87.35%. Therefore, we selected the BERT model to perform the sentiment analysis in

our study.
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Figure 5.7: The distribution of tweets generated topics by LDA over several distinct topics.

The dataset setup used for the evaluation was split as 60% of the annotated tweets for fine-tuning

the model, 20% of the data for validation, and 20% for testing the performance. By doing so,

we achieved an F-1 score of 87% on the test dataset. Table 5.1 shows the evaluation of different

deep learning architectures in sentiment analysis tasks on the Sentiment140 dataset. Note that

the BERT-based model outperforms its counterparts; therefore, it is used as the baseline for our

analysis.

Results and Discussion

Topic Modeling: Observations and Outcomes. Using the best-performing LDA model, we man-

ually inspect the topics through the frequent keywords generated for each topic and assign names

and descriptions to those topics.

Topic-Tweet Distribution. Fig. 5.7 shows the distribution of topics across the collected tweets.

Clearly, due to the nature of the platform tweets related to “Family/Social Life” represent around

30% of the tweets. Also, tweets are related to “Thoughts/Emotions” have a high number of tweets

with 6.2 million tweets, and tweets that have insult and mockery, around 4.9 million tweets. Even

though tweets related to COVID-19 weren’t discussed earlier than it was declared as a national
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Figure 5.8: The number of both the positive and the negative tweets per generated topic from
October of 2019 to November of 2020. Represents the amount of the negative tweets Represents
the amount of the positive tweets.

pandemic, there a considerable amount of tweets of 1.3 million were COVID-19/Pandemic-related

during the studied period showing the impact of the pandemic on the people’s interest. Finally,

most of the other topics such as Sports, Food, etc. have approx 2-3 million tweets per topic.

Overall Topic Temporal Tracking. Applying the LDA model with the highest coherence score
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Figure 5.9: The sentiment of collected tweets throughout the pandemic. Showing the spike of the
negativity in March.

to the entire dataset, we monitored tweets posted before and during the pandemic observing sev-

eral trends and topic evolution. Fig. 5.8 shows the temporal distribution of tweets throughout the

studied period.

As expected, we observe a rapid increase in the tweets related to the “COVID-19/Pandemic” in

March 2020, as a result of declaring COVID-19 as a global pandemic by the World Health Orga-

nization. This increase is shown in Fig. 5.8: COVID-19, with a 520.04% increase in the volume

of the tweets from February 2020 to March 2020. This huge jump has then decreased in the next

few months before increasing again at each of any new worldwide wave of the cases such as in

July 2020 and October 2020. Similarly, tweets related to health services have peaked in March

2020, the same month where COVID-19 was declared a global pandemic. The tweets related to

“Health Services” showed a 99.51% increase from February to March, as shown in Fig. 5.8: Health

Services.

As the pandemic has affected many aspects of people’s lives, tweets related to jobs and business

have spiked, as governments and organizations started enforcing lock-downs and social distancing

we had a negative impact on many jobs and businesses. Before the pandemic, tweets related to

jobs and business were declining until December 2019, where they hit the lowest rate through-
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out the studied period. Then, it witnessed an increase in the number of tweets (i.e. 36.10%) in

March 2020, as many people have lost their jobs and businesses were shutting down, as shown in

Fig. 5.8: Business/Jobs.
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(d) Canada Accounts

Figure 5.10: The top five mentioned accounts in the four countries before and during the pandemic
aggregated quarterly. Each country is investigated individually, starting from the last quarter of
2019 until the last quarter of 2020.

Moreover, events and activities that require large gatherings in one place, such as sports and awards
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ceremonies, are highly affected due to the pandemic. This is also reflected in our analysis, as

it shows a steady decline in tweets related to these topics as in Fig. 5.8: Awards/Achievement

and Fig. 5.8: Sports. However, as most major sports have resumed their tournaments in July, the

number of tweets related to sports has risen again even though these events have enforced some

safety measures, including a limited audience.

The negative impact of the pandemic on the volume of tweets is observed on topics related to

travel and trip as shown in Fig. 5.8: Travel/Trip. The tweets decreased from 102,384 in October

2019 to 67,451 in October 2020, showing the effect of the quarantine on people’s plans. On

the other hand, tweets about movies/TV shows and music/songs spiked during the quarantine as

shown Fig. 5.8: Music/Song. We then notice a decrease to less than what it was before the outbreak

as shown in Fig. 5.8: Movie/TV and Fig. 5.8: Music/Song. We also observed a decrease in tweets

related to “Transportation”, with more than a 21% drop in volume from October 2019 to April 2020

as shown in Fig. 5.8: Transportation. Similar trends were observed in technology and customer

support-related tweets, as people start extensively relying on technologies and using the online

platform to connect and run businesses during the quarantine. We observed an increase of 45.61%

of such tweets from December 2019 to March 2020.

Country-level Topic Temporal Tracking. To get a better view of the impact of the pandemic on

each of the countries and how different topics correlate with the COVID-19 cases, we extracted the

topic discussed for each of them to investigated if countries differ in terms of the impact of the pan-

demic on the social and normal life. In Australia for example, there is a clear correlation between

the number of COVID-19 cases and the number of tweets related to sports. Tweets related to sports

had an average of 3,500 tweets in the first three months of 2020 in which the first spike occurred

and the cases had an average of ≈ 300 cases a day [84]. Then, in the next three months, tweets

related to sports declined as the COVID-19 cases went down to an average of ≈ 15 cases a day.

And the same pattern continues for the next spike the average number of tweets related to sports

was higher. This might be an indication of a lack of health prevention methods used in stadium and
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sports events. Other findings we observed which is a common concern across all countries, school

and education-related tweets increased drastically in March where most governments implemented

lockdown restrictions to restrict citizens’ movements avoiding any unnecessary gathering of peo-

ple. The effect of this restriction is also noticed with a spike in the online shopping-related tweets

which has witnessed an increase of 100% over the average number of tweets except during Christ-

mas time. The aggressive measures which include curfew for the big cities taken by the Australian

government in August of 2020 [7] can be clearly seen in our analysis wherein August tweets related

to trip/travel were at their lowest rate across all of the studied period.

Interestingly, in Canada during the black-lives movement In June of 2020 where tweets about

protesting were very high around 7,000 where it is normally around 3,000 tweets. During such

movement it is expected to see a spike in the cases since people are marching in large groups, how-

ever, the new cases decreased by 35% from the previous month. This might show the importance

of people’s awareness of in considering the safety measures and by keeping the recommended

distances between others and wearing masks. Our analysis also showed that tweets related to trip/-

travel have been declining since March of 2020 when the Canadian government imposed travel

restrictions on non-essential travel. This restriction has been in effect through the remainder of

2020 [1]. One of the concerns the Canadian people raised was the fear of losing their jobs and

business as tweets related to job/business were at their highest point. Such concern was due to the

fact the employment in Canada fell by more than one million in March [55].

The national health service in England was overwhelmingly impacted by the pandemic, start-

ing from primary care to hospital treatment, resulting in a lack of care for a lot of patients. As

many appointments were canceled or conducted remotely to keep both health workers and patients

safe [62]. Such an incident has been reflected in the perception of the people of England where

tweets related to health services have spiked when the pandemic first hits England. And when the

prime minister of England instructed people to stay at home [2] after a surge in coronavirus cases,

there was an increase in the number of online service usage showing the importance and impact

of the authorities when handling such situations. Our analysis showed that, since March where
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(b) Canada Hashtags
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(c) England Hashtags
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(d) USA Hashtags

Figure 5.11: The top five trending hashtags in the four countries before and during the pandemic
aggregated quarterly. Each country is investigated individually, starting from the last quarter of
2019 until the last quarter of 2020.

the ”stay-at-home“ order was broadcasted, tweets related to online shopping as well as customer

supports were increasing. On the other hand, the safety measures continued throughout the year,

the tweets discussing normal and social life have been in a consistent drop since then.

The U.S. Centers for Disease Control and Prevention (CDC) activated its Emergency Operations
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Center(EOC) in late January of 2020 in order to limit the spread of COVID-19 and support public

health to better respond to the outbreak. Since then, some businesses have started to close and lay-

ing down employees following the health guidance. As a result of such measures people addressed

their concerns in their tweets where tweets related to job/business kept increasing and peaked in

March at the same time the US payrolls dropped by 701,000 [31]. Moreover, our analysis shows an

increase in the tweets about gaming during the quarantine in the United States where the number

of US gamers went up from 214 million in 2019 to 227 million in 2020 [43]. Meanwhile, as in

other countries, online services such as online shopping and customer supports have also increased

amid the pandemic.

Topics-derived Sentiment

Fig. 5.9 shows the overall positive and negative tweets over 14 months. We observed that the high-

est negativity rate was in tweets posted in March 2020, when COVID-19 was declared as a global

pandemic. Among all categories, tweets related to “COVID-19/Pandemic”, “Health services”, and

“Jobs/Businesses” have the highest negativity ratio in the same month, where people were con-

cerned about their health and losing their jobs. Overall, before the pandemic, tweets related to

Art/Photograp have been mostly with negative sentiments. However, after the pandemic, people

have become more positive in tweets associated with Art/Photograp, as shown in Fig. 5.8: Art/Pho-

tograp. Interestingly, tweets related to gaming had been positive until March, as people started

showing some negativity. “Health Services” related tweets showed one of the highest negativity

rates during the pandemic. After that, we observed a change in the sentiments, as people be-

come more positive as time progress, as shown in Fig. 5.8: Health Services, just to spike again in

November 2020 which might be caused by its importance to be discussed during the US elections.

The results also show an increase in the positivity for tweets related to “Online Shopping”, after

the highest negativity ratio in March. This may be because more people relied on online shopping

as the main alternative to regular shopping. Moreover, across all topics, school and education had
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the highest negativity rate when the outbreak starts. After March, tweets were positive until the

second spike, where the negativity increased again, as shown in Fig. 5.8: School/Education. While

it is difficult to accurately pinpoint the root causes of sentiments observed on our dataset, it seems

that the pandemic and associated measures are affecting people, raising their concerns, and as a

result, causing noticeable trends in sentiments across various topics.

Users’ Interaction

Besides analyzing the trends and sentiment of Twitter’s users and understanding users’ behavior

on Twitter before and during the COVID-19 outbreak, we conduct a comprehensive analysis of

the most mentioned accounts, used emojis, as well as trending hashtags. This provides a better

understating of the shift of people’s interests and feelings, as emojis can be used as an easy way of

expressing people’s feelings. To this end, we use regular expressions methods to extract accounts,

hashtags, and emojis from all tweets. Then, we count the occurrences of each of the features

aggregated quarterly. In the analysis, we investigate each country individually, starting from the

last quarter of 2019 until the last quarter of 2020.

Throughout the data collection period, the president of the United States (as of November 2020)

was among the most mentioned users in the four countries before and during the pandemic which

might indicate the strong role that the United States has worldwide. We also observed that after

the outbreak, most mentioned accounts in all countries were accounts of people representing their

governments, such as ministers, leaders, and other officials presumably looking for guidance and

help during such a crisis. For instance, even though the prime minister of the United Kingdom was

not among the most mentioned accounts before the outbreak (in the last quarter of 2019), as shown

in Fig. 5.10, he was one of the most mentioned accounts in England during the pandemic. In the

first quarter of 2020, he was the most mentioned user in England. Similarly, in Australia, the prime

minister was the most mentioned accounts during the first quarter of 2020 when COVID-19 hits

Australia.
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(a) Australia Emojis
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(b) Canada Emojis
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(c) England Emojis
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(d) USA Emojis

Figure 5.12: The top five most used emojis in the four countries before and during the pandemic
aggregated quarterly. Each country is investigated individually, starting from the last quarter of
2019 until the last quarter of 2020.

Further, we observe obvious trends on hashtags related to COVID-19 in all countries in the first

quarter of 2020, as shown in Fig. 5.11. Such hashtags persisted during the second quarter of 2020

in countries such as England, as the number of COVID-19 cases increased [20]. We also observe

that in England, the hashtag persist during the second quarter of 2020, and by the end of that
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quarter the average number of daily cases went down from ≈ 4,000 to ≈ 800. Such an example

might show the effect of people’s awareness and mentality in encouraging others to undertake the

necessary precaution. This trend is accompanied by a significant decrease in the number of cases,

about 733%, in England by the end of the second quarter of 2020.

We also observed that the hashtag “traffic” was trending in the United States during the third and

fourth quarter of 2020, which possibly indicates that people resume their normal lief going outside

which causes traffic. During that time, the country had its third and worst wave of COVID-19

cases, where the number of cases increased by 400% from the previous quarter [20].

Studying user sentiment can be a good indication and reflection of people’s perceptions of different

topics. However, as many users prefer to express their feelings using emojis, we conducted an

analysis of the most used emojis before and throughout the pandemic as shown in Fig. 5.12. While

there was no clear change of the used emojis in Canada, Australia, and England as shown in

5.12(a), 5.12(b), and 5.12(c), respectively. The emoji of loudly crying face has become more

popular in the United States during the last two quarters of 2020, as more cases of the virus were

reported and the average death rate has doubled [20] as shown in 5.12(d).

Summary

In this work, we study and analyze the effect of the pandemic on Twitter’s users’ behaviors and sen-

timents, including the topic discussed, trending hashtags, mentioned users, and people’s perception

from their sentiment and the emojis they use. Using a large-scale dataset of 103 million English

tweets before and during the pandemic from four English-speaking countries and 14 major cities,

we conducted topic modeling across 30 topics and performed a temporal and semantic analysis

on a monthly basis. Specifically, we study the impact of the outbreak of COVID-19 on peoples’

behaviors through the topics they engage with and their sentiment toward them. Our results show

that people are mostly concern with their health and economic situation. We noticed such concern

by observing the high volume of engagement during the pandemic with tweets related to health
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services, which witnessed an increase of 99.51% from February to March, and the tweets related

to jobs and businesses, which witnessed an increase of 19.60% during the same period. Moreover,

our findings show that during the pandemic, people tend to call out government officials to act and

respond to the rising challenges and issues, as government officials were the most mentioned users

on Twitter during the studied period. This study highlights the impotence of understanding what is

people’s cancers on social media, to help authorities and health officials to make better and more

informed decisions when handling such pandemics.
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CHAPTER 6: CONCLUSION AND FUTURE WORK

Social media platforms have been growing at a rapid pace, attracting users’ engagement with the

online content due to their convenience facilitated by many useful features. The growth in so-

cial media data is becoming a vital new area for scholars and researchers to explore the public’s

behavior and opinion pursuing different venues in social media research.

In this dissertation, we focused on studying, detecting and analyzing users’ exposure to different

types of toxicity on different social media platforms utilizing state-of-art techniques in both deep

learning and natural language processing areas, and facilitated by exclusively collected and datasets

that address various issues. The different issues, or applications, benefit from a unified and versatile

pipeline that could be applied to various scenarios. The issues we studied include: (1) the detection

and measurement of kids’ exposure to inappropriate comments posted on YouTube videos targeting

young users, (2) the association between topics of contents cover by mainstream news media and

the toxicity of the comments and interactions by users, (3) the user interaction with, sentiment,

and general behavior towards different topics discussed in social media platforms in light of major

events (i.e., the outbreak of the COVID-19 pandemic).

The applications and the social issues we investigated in this dissertation open up future research

directions, including the following

• In kids’ online safety, it would be interesting to extend the study of toxicity to the gaming

space where players from different age groups engage in toxic discussion. Detecting and

Identifying such users is vital work that can be pursued in the future to ensure the safety of

children on those platforms.

• Our study highlighted a massive amount of toxic comments posted on YouTube videos re-

gardless of the age group, and that level of toxicity has been steady throughout many years

with no noticeable changes. Such findings urge exploring the causes of such behavior as

well as providing reliable and robust moderation techniques for a future direction.
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• For future work in studying users’ behavior and perception in online discussion, it would

be interesting to pinpoint the cause root of or the start that led to change of the subject or

caused users to react negatively. This direction help in both understanding the change in

users’ behavior as well as comment moderation.
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