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ABSTRACT: Attempts to improve the performance of handwriting recognition systems have
often involved the exploitation of linguistic constraints such as syntax or semantics. In
either case, successful implementation requires the creation of a lexical database
containing the relevant information. However, to create a database of semantic
information from scratch for a realistically sized vocabulary is an enormous task - which is
a major reason why so many semantic theories fail to "scale up" from the small, artificial
domains in which they were developed. A better approach is to use existing sources of
semantic information, such as machine-readable dictionaries (from which definitions may
be extracted) and text corpora (from which collocations may be derived). This paper
describes the development of techniques that use such resources to improve the
performance of handwriting recognition systems.
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1. Introduction

Such is the visual ambiguity of handwriting that a number of possible
interpretationanay be madefor any written word. Humanreaderscopewith this
by makingselectiveuseof visual cuesand using an understanding of the text to
compensatdor any degradationor ambiguity within the visual stimulus. Word
imagesoccurwithin a meaningfulcontext,and humanreadersare able to exploit
the syntactic and semantic constraints of the textual material [JUST and
CARPENTER, 87]. Analogously, computer-basedhandwriting recognition
systemswould be enhancedby using higher level knowledge,since character
recognition techniques alone are insufficient to unambiguously identify the input.

Ideally, this higher-levelknowledgewould be acquiredby the creationof a
lexical databasehat containsall the relevantinformation. However,to createa



databasef suchinformation"from scratch"for a realistically sizedvocabularyis

an enormoustask - which is a major reasonwhy so many theoriesof language
processindail to "scaleup" from the small, artificial domainsin which theywere
developedAn alternativeapproachis to exploit existing sourcesof information.
For example,machine-readableersionsof many popular dictionariesare now
available,andthe definitionscontainedhereinprovide semantianformationfor a

largevocabularyof words. Similarly, large bodiesof text (known astext corpora)

can be usedto provide empirical information concerningword usageacrossa

range of subjectareas.Theseresourcesconstitutereadily available sourcesof

semanticinformation. This paperis concernedwith extractingthat information
and applying it to the problem of computer-based handwriting recognition.

2. Handwriting recognition systems

The systemto which the currentefforts are applied operatesn the following
way (see Figure 2). Input is written ardatapadusingan electronicpen,anddata
is captureddynamically in the form of x-y co-ordinates.The co-ordinatesare
translatedinto a setof vector codesthat are then matchedagainsta databasdo
produce candidate characters for the input, in the fafrencharactetattice. These
charactersare combinedto producecandidatdetter stringsthat are thenchecked
againstthe system'dexicon (containingas many as 71,000words). Thosestrings
not onthelist arerejectedfrom further processingThe remainingstringsarethen
combinedto form a word lattice that is passedforward for further linguistic
analysis,in which the candidatevordsarerankedaccordingto their syntacticand
semantic plausibility.

For example,considerthe sentencé'this is a new savings account which you
can open with one pound” written as input to the system.The output from the
lexical analysercould appearasin Figure 1, in which the alternativecandidates
areshownin separateolumns.The problemaddressedy the presentpaperis to
select from these alternatives those words that are most likely to be correct.

this is a hen savings gallant which you can open with one round

tail new account boy car oxen pick ore pound
tall see accept nos oar oven lick due found
trio our bra hound

Figure 1. Typical output from a handwriting recognition system
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Figure 2. System Overview

3. Using machine-readable dictionaries

A techniguehas beendevelopedthat can detectsemanticrelations between
words by comparingtheir dictionary definitions [ROSE and EVETT, 92]. The
technique proceedsby accessingthe definition of each candidateword, and
countingthe "overlap" (i.e. the numberof wordsin common)with the definitions
of eachof its neighbours.Once a completesentencenasbeenprocessedn this
manner the candidatesvith the highest"overlap"in eachpositionare deemedo
be the correct words.

An investigationwas setup to evaluatethis technique.Test dataconsistedof
fifteen documentseach of 500 words, taken from different domains, with
alternativeword candidatesin each position as in the above example. Three
different dictionariesvereusedin turn asthe sourceof definitions: (i) The Collins
English Dictionary (CED), (ii) Longman'sDictionary of ContemporaryEnglish
(LDOCE), and(iii) The Oxford AdvancedLearner'sDictionary of CurrentEnglish
(OALD).

The performanceof the techniquewvasassessetly measuringhe percentagef
times it identified the correct word from the alternative candidates. However, since



this data concernsonly word positions in which there were two or more
"competing" candidates,it does NOT directly reflect the overall (system)
recognitionrate.Table1 showsthe averagepercentagef correctwordsidentified
by each dictionary, and the standard deviation between domains.

In eachof thedictionariesthe purposeof the definition is to providea precise,
sense-basestatemenbf the meaningof eachword. However, dictionariesare a
humanresourceand as suchreflect the subjectiveinfluence and styles of their
respectivelexicographiccreators.Furthermore dictionariesthemselvesare often
designedto accommodatethe needs of a particular subsetof the possible
readershige.g. secondanguagdearners)andthe contentsof the definitionswill
vary according to the perceived needs of that target readership.

Table 1. Percentage correct by domain for each dictionary

CED LDOCE | OALD
computing 79.6 71.9 69.9
energy 66.7 70.1 74.1
engineering 64.7 57.9 594
business 69.9 74.3 68.4
employment 62.9 70.8 61.3
finance 66.7 73.1 68.7
biology 69.2 72.4 72.3
chemistry 76.0 76.9 71.4
maths 67.4 62.9 56.9
education 63.8 63.8 59.1
medicine 65.8 67.9 63.2
sociology 73.1 69.6 70.0
economics 69.2 74.8 67.8
history 63.6 63.5 67.4
politics 66.7 76.9 78.2
Average 68.3 69.8 67.2
Std. Dev. 457 541 5.86

Evidently, the LDOCE outperformsthe CED andthe OALD. The main reason
for this may be related to the manner in which LDOCE definitions are
constructed.It is claimed that the entrieswithin LDOCE are defined using a
controlled vocabulary of about 2,000 words, and that the etaiesa simpleand
regularsyntax BOGURAEV and BRISCOE,88]. This hasthe effect of reducing
the entropy of the definitions, by cutting down on the randomness with which their



constituentwords are chosen.This increaseghe chanceof successfulbverlaps,
since the probability of two semanticallyrelated words being defined using
commontermsis now proportionatelyincreased.This reductionin the "noise"
within definitions means that where semantic relationgpegsentthe definitional
overlap technique is more likely to detect them.

Performanceacrossdomains,is however, highly variable, with no obvious
patternemerging.The CED is the mostconsistentwith 12 of the 15 scoresbeing
in the 60-70% range. The LDOCE shows more variability, @ifitoresn the 70-
80% range,and oneparticularly low score(57.9%,for engineering).The OALD
shows the most variability, with 5 scores in the 70-80% ramgi3 in the 50-60%
range.Giventhat the eventualneedsof a realisticimplementationmay be biased
towardscommercialapplications,the resultsfor the Business, Employment and
Finance documents are particularly significant. The LDOCE scomssistentlyin
the 70-80% range for thesedocumentswhilst the CED and OALD are both
consistentlyin the 60-70% range. It may be inferred from these results that
LDOCE would be the preferred choice of machine-readable dictionary.

In this investigationit was assumedhat semanticrelationshipsactually exist
betweerwordsin ordinary sentencesHowever,it is possiblethat the definitional
overlap effect may be dueto factors other than this. A further experimentwas
designedo testwhethersuchsemanticrelationshipsexistin the text usedastest
data.In this experiment,pairs of words that had shown a strong overlap were
selectedfrom within the sentencesA numberof subjects(twenty-five) judged
theseto be semanticallyrelatedcomparedto a control group of candidatepairs
that had not shown a strong overlap. This result proved to be statistically
significant(p < 0.001)usingthe Mann-WhitneyU test[DOWNIE and HEATH,
70]. It thereforesupportsthe assumptionthat words within ordinary sentences
exhibit genuine semantic relationships,and these can be identified by the
definitional overlap process.

4. Using text corpora

There are certain classesof English word combinationsthat cannot be
explainedpurely by existingsyntacticor semanticheories.For example consider
the use of &rong" and "powerful” in the following phrases:

"to drink strong tea"
"to drive a powerful car"

Both fulfil the same syntactic role, and both make a similar semantic
modification to the subject.However, to interchangethem ("powerful tea" and
"strong car") would undoubtedlybe judgedanomalousy mostEnglishspeakers.
These predisposed combinations are called co-occurrelat®nsor collocations,
and account for a large proportion of English word combinations [SMADJA, 89].



An algorithm was developed to analym®y giventext corpusandtransformthe
distributional patternsof the constituentwords into a set of collocations.This
algorithmwasbasedon the work of LANCASHIRE [87], althoughmodifications
were made to reformat the output as a sorted, lemmatised, dictionary-like
structure. This information could now be usedto measurethe plausibility of
individual collocationsin datasuchasthe above,andtherebyidentify the correct
word candidatesUsing the exampleshownin Figurel, theword "savings' should
collocate more strongly with "account” than with "gallant" or "accept®, and
"account" shouldcollocatemore stronglywith "open" thanwith "oxen" or "oven",
and so on.

The collocation analysis technique proceeds by comparing the
"neighbourhoods'df eachword candidate(up to a distanceof four words) with
their likely collocates (as defined by the results of corpus analysis). Each
candidatds assigneda scoreaccordingto the overlapbetweenits neighbourhood
andits list of likely collocatesOncea completesentencehasbeenprocessedn
this mannerthe candidatesvith the highestscoresin eachpositionaredeemedo
be the correctwords. The "window size" of four wordsreflectsboth the resultsof
empirical investigation[ROSE, 93] and the findings of other researcherge.g.
[JONES and SINCLAIR, 74]).

A further experimentwassetup, usingthe sametestdataasbefore.Two types
of collocation were investigated: (a) general, and (b) domain-specific.
Consequentlyjt was necessaryo createa numberof "collocation dictionaries".
The first of thesewas the General Collocation Dictionary (GCD), which was
derived from 5 million words of text, taken from all subjectareaswithin the
Longman Corpus [SUMMERS, 91]. The remainder were domain-specific
collocationdictionaries,derivedfrom 500,000-worddomain-specificcorpora.No
part of any test document had been incluiteithe corporausedfor the creationof
any collocation dictionary. For eachof the fifteen documentsthe collocations
were analysed,once using the GCD and once using the appropriatedomain-
specific dictionary.

Table 2 showsthe percentageof correctwords identified by eachcollocation
dictionary for eachtestdocumentAs before,sincethis dataonly concernsword
positionsin which therewere two or more "competing”candidatesit doesNOT
directly reflect the overall (system) recognition rate.

The averageperformance®f the generaland the domain-specificdictionaries
are extremelyclose, with the domain-specifidbeing slightly superior(by 2.0%).
However,for 8 of the 15 documentsthe generalcollocationsare more effective
(by asmuchas11.9%in onecase).This is somewhasurprising,sinceit would be
reasonableto assumethat domain-specific corpora would contain the most
appropriate collocations for domain-specific documents.



Table 2. Percentage correct by domain for each collocation dictionary

GENERAL SPECIFIC
Computing 84.7 82.9
Energy 76.3 66.7
Engineering 70.3 68.4
Business 79.5 75.3
Employment 73.4 61.5
Finance 73.2 63.6
Biology 75.2 77.3
Chemistry 83.8 83.0
Maths 70.5 63.9
Education 68.7 88.7
Medicine 69.1 83.6
Sociology 64.1 73.1
Economics 83.6 94.4
History 70.8 80.0
Politics 77.4 88.6
Average 4.7 76.7
Std. Dev. 5.95 9.95

Explanationdor this inevitably concern(a) the contentof the textual material
usedas data,and (b) the contentof the collocation dictionaries.Evidently, any
given documentwill consistof a variety of languagestructures,someof which
will be general(i.e. not exclusivelyassociatedvith any particular domain) and
somedomain-specific(i.e. with restrictionson word sensesgtc.). This ratio of
"general"to "specific" materialwill vary betweendocumentsand domains,such
that a high proportion of "general” material may render the use of a domain-
specific collocation dictionary less appropriate, and vice-versa.

Secondlythe domain-specificdictionarieswere derivedfrom smaller corpora
thanthe GCD andthereforecontainedewer entries:5,545(on average)compared
to 12,475n the GCD. In particular,althoughthe domain-specificorporawereall
roughly the samesize, due to variationsin the type:tokenratio the resultant
collocationdictionariesvariedgreatly:from 3,960entriesto 7,748entries.Indeed,
this variation in size very closely matchestheir performancethoselarger than
averagetendto do betterthanthe GCD, andthosesmallertendto do worse.The
variation in performance is further reflected by the higher standard deviation of the
specific dictionaries.

Evidently, it would seem that the number of entries is an important
consideration in the creation of any collocation dictiondiye analysisof a single



domainmay be fruitful only if the size andtype:tokenratio of the domaincorpus
aresuchthatcollocatedor a sufficiently wide variety of typescanbe acquired A
more reliable approachis to analyseaslarge and varied a corpusas possibleto
maximisethe coverageof the resultantdictionary. Additionally, good coverages
requiredto processll the alternative candidateproducedby the lexical analyser.
However, it must be appreciatedthat for real-time handwriting recognition
applications, processingand storagerequirementsconstitute an overheadthat
shouldbe minimised.Consequentlyif theimplementatioris restrictedto a single
domain, then a specific dictionary may representhe bestcompromisebetween
performance and efficiency.

5. Summary

A number of techniqueshave beendevelopedthat use existing sourcesof
semanticinformation to improve the performanceof handwriting recognition
systemsWhenpresentedvith multiple word candidatesthe bestof the machine-
readabledictionariesidentified the correctword in 69.8% of cases(on average).
Generalcollocationsextractedrom a 5 million-word corpusidentified the correct
word in 74.7% of cases.The use of domain-specificcollocationsincreasedthis
figure to 76.7%.

The performancelevel that could be expectedgiven a random choice of
candidatess 30.4%correctfor this data.Clearly, the useof dictionarydefinitions
and collocationsrepresenta significantimprovementon this baseline. Although
the characterecogniseiitself providesa rankingthatmay be associateavith each
candidatdén theword lattice, its accuracyis variable(dependingon the identity of
the writer, the extent of training, the handwritisgmpleused,etc.)andcontextual
informationis still neededto disambiguatenany word positions[EVETT et al.,
93]. Studies have shown that the application of semantic information can
substantiallyimprove the overall system performance,but the extent of the
improvementis highly dependenbon the quality of the output from the earlier
stages in the recognition process [ROSE, 93].

Collocations are just ongf a numberof sourcef higher-levelknowledgethat
may be independentlyapplied to handwriting recognition data. However, the
guestionof how to combinetheseknowledgesourcesemainshighly problematic,
andit is unclearhow muchinfluenceshouldbe allocatedto eachof them. Steps
towardsa solution often begin with a consideratiorof the interfacebetweenthe
individual modules. In the present system, the semantic analyser has been
designedo takeinput in the form of a lattice of word candidatesandto output
thatword lattice with associatedgcores.Consequentlythe semanticanalysercan
be appliedto any systemwithin which word lattices are produced:handwriting,
OCR, possiblyevenspeechsystems.This is true also of the syntaxanalyser,so
thesetwo modulescan be run independentlyjn parallelif necessaryproducing
their own setsof results.Thelexical analysethasbeendesignedo acceptinputin
theform of a charactelattice, sothis canwork with any recognisetthat produces



output in this format.
Indeed thesemoduleshavealsobeenusedin the designof anintegratedOCR

system.Given a TIFF file asthe systeminput, the dataflow and processesvere
organisedasin Figure 3, using a network of transputer§SHERKAT et al., 93].

The "voter" constitutesa module in which resultsare combinedand a unique
solutionidentified. The architecturds suchthat processingeginsin eachmodule
as soon as data becomes available, and partial results flowpipatigesbetween
the modules so that all may work simultaneously whenever possible.

TIFF File

Character
Recogniser

( Lexical Analyser )

C Syntax Analyser ) C Semantic Analyser)

Recognised Text

Figure 3. An OCR system design

Evidently, therearea numberof limitationsto the semanticanalysistechniques
described above. Firstly, since processingtakes place within an integrated
recognitionarchitecture computationabverheadand memoryrequirementhave
beenminimisedwhereverpossible.For this reason both definitional overlapand
collocationanalysisare basedon lemmatised(root) forms ratherthaninflections.
However,it is clearthat somecollocationsonly existin particularinflectedforms



[SCHUETZE, 93]. Consequentlit,is intendedto acquireinflectedversionsof the
above collocation dictionaries and compare these with their lemmatised
equivalents (using the same handwriting recognition data).

Secondly,the collocation analysismakesno use of function words (againto
minimise processingverheads)However,theseare an essentiapart of a number
of importantlinguistic phenomenasuch as phrasalverbs [SINCLAIR, 87]. It is
intended therefore to incorporate such informatido future acquisitionmethods,
and comparethe resultswith the "content-wordonly" predecessorsThirdly, no
use is made of word order information. However, linear precedencehas been
shownto be a significant factor affecting the mannerin which words associate
with each other [CHURCH and HANKS, 89]. This is particularly relevantrima
time recognitionapplication,sincedatais usuallyinput in one direction anyway
(i.e. left-to-right). Indeed, the results of more recent studies provide further
evidencefor this, showingthatword order constitutesa significantconstraintthat
should be fully exploited by text recognition systems [R@E&., 94].

Fourthly, the collocationanalysismakesno useof distanceinformation. Some
collocationsmay beindependentf distance put thereare otherswhosebehaviour
is highly distancedependenfJONESand SINCLAIR, 74]. It is appropriatethat
future systemdevelopmenshouldexploit this constraint.Finally, the acquisition
of collocationalinformationremainssomewhaproblematic.Whereaslefinitional
information can be obtained from LDOCE for some 55,000 headwords,the
acquisition of a similar number of collocational entries would require the
processing of an immense corpus. Consequently, such a stwadatgiinvolve the
needto storeand processa much greaterquantity of data.However,advancesn
hardware technology and parallelism should reduce the significance of such
overheads.

The techniquesdescribedin this paperhave beerdevelopedto disambiguate
word lattices produced by an on-line handwriting recognition system. The
algorithms have beencoded in C and optimised for efficiency such that
computationtimes are well within the limits requiredby real-time applications.
They canalsobe run off-line, and usedfor other recognitionapplications:when
appliedto outputfrom an OCR system,collocation analysis(using the general
collocation dictionary) produceda performanceof approximately82% correct
[ROSE and EVETT, 93]. It is envisagedthat the compilation of larger, more
sophisticated collocation dictionaries will form the basis of further studies.
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