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Part one: Concurrency:

1.- Write a solution to the bounded-buffer producer/consumer using semaphores. The solution must be implemented in C - - (BACI environment). In this case you must consider one producer and two consumers (C1, C2) and two buffers. The buffer1 of size seven (7) is associated to consumer1 (C1) and the buffer2 of size five (5) is associated to consumer2 (C2). The item produced, by the producer process, must indicate the message number and another number to identify the consumer that will receive it. For instance, (1, 2), (2, 2), 

(3, 1), etc. 

The producer will produce 100 items identified with the numbers 1, 2, 3, 4, …The second value of the pair (message number, consumer id) have to be generated at random. 

Two cases must be tested:

a.- Run the first implementation printing out a message each time an item is produce or consume.

b.- Introduce a delay in one of the consumers and run the program again. Compare both outcomes.

In each case you must provide us with the source program and the output file. Also you must provide an analysis of the results.
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Part Two: CPU scheduling.

2.- Suppose that the following processes arrive for execution at the times indicated. Each process will run the listed amount of time. In answering the questions, use non preemtive scheduling and base all decisions on the information you have at the time the decision must be made. (10 points)


Process

Arrival time

Burst time


  P1

      0.0


        8


  P2

      0.4


        4


  P3

      1.0


        1

a. What is the average waiting time for these processes with the FCFS scheduling algorithm?

b. What is the average waiting time for these processes with SJF scheduling algorithm?

c. The SJF algorithm is supposed to improve performance, but notice that we chose to run process P1 at time 0 because we did not know that two shorter processes would arrive soon. Compute what the average waiting time will be if the CPU is left idle for the first 1 unit and then SJF scheduling is used. Remember that processes P1 and P2 are waiting during this idle time, so their waiting time may increase. This algorithm could be known as future-knowledge scheduling.

