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ABSTRACT
Many programs have crosscutting concerns for which neither pro-
cedural nor object-oriented programming adequately modularize,
which has led to the idea of aspect-oriented programming (AOP).
However, AOP has not found favor with the programming languages
community due to a belief that AOP breaks classical modularity and
modular reasoning. We propose a new AOP programming model
that enables both crosscutting modularity and modular reasoning.
This model is implemented by AspectJML, a general-purpose aspect-
oriented extension to Java. It supports modular crosscutting concerns
using key object-oriented mechanisms, such as hierarchical structure,
and allows reasoning that scales to ever-larger programs.

CCS CONCEPTS
•Cross-computing tools and techniques→ reliability, validation;
•Software creation and management→ software verification and
validation; •General programming languages → language fea-
tures;
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1 INTRODUCTION
Two decades ago aspect-oriented programming (AOP) emerged, as
a new programming model to deal with crosscutting modularity
problems [18]. For such crosscutting problems, neither procedural
nor object-oriented programming techniques are sufficient to clearly
modularize the design decisions that a program must implement.
These conventional programming techniques force the implemen-
tation of certain design decisions to be scattered throughout the
code, thus resulting in tangled code that is excessively difficult to
develop and maintain. Such design decisions are what AOP calls
crosscutting concerns, since they cut across the system’s basic func-
tionality and force programmers to work around the standard modu-
larization enforcement mechanisms by scattering code throughout a
program [16].
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AOP became popular because it makes possible for programmers
to enable the modular crosscutting structure for concerns such as
distribution and persistence [39], error handling [7], some design
patterns [9, 12], design by contract [17, 36] etc. To date, AspectJ [17]
still is the most influential AOP language.

However, AspectJ’s constructs [17], such as pointcuts and advice,
aimed supporting crosscutting modularity, have been considered by
some to have a negative impact on modularity [1, 3, 29, 33, 37, 40,
41]. The difficulties center around obliviousness [8], which means
that crosscutting concerns are not visible in the code that they may
affect. However, obliviousness compromises classical notions of
modular reasoning [30], since by definition the code being advised
contains no trace of the aspects that advise it. Our approach is
to abandon obliviousness and create a new programming model,
called the hierarchical crosscutting model, which enables classical
modularity and modular reasoning, and yet which is able to do most
of what AOP languages can do.

We explain the hierarchical crosscutting model through a proto-
type extension to Java called AspectJML. With AspectJML, program-
mers feel like they are programming in plain Java, but AspectJML
also allows them to modularize crosscutting concerns without having
any meta-level shift [16] or without having any extended syntax shift
for advanced modularity [5].

In the rest of the paper we show how object-oriented hierarchies
can be used to cope with crosscutting modularity. We also present
some preliminary evaluation of AspectJML and point out directions
for future work.

2 A PLETHORA OF ISSUES IN AOP
In this section, we revisit the well-known AOP programming model
along with its main modularity issues, as demonstrated by AspectJ-
like languages.

2.1 The AOP Programming Model
AOP mainly focuses on the modularization of crosscutting concerns.
To enable this modularization, AOP provides both obliviousness and
quantification [8]:

AOP = quantification + obliviousness (1)

Obliviousness means says that certain parts of a program, called
the “base code,” have no knowledge of the aspects that advise them.
Quantification means that advice can be applied to multiple sites
in the base code with a small amount of text [8, p. 2]. Thus AOP
may be seen as a specialized form of implicit invocation [10], where
procedures are called without explicitly referencing them (oblivious-
ness), and where such implicit invocation can affect several parts
of a program (quantification [45]). A special form of implicit invo-
cation is implicit invocation with implicit announcement of events
(IIIA) [33, 40, 46].
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i n t e r f a c e Shape {
void moveBy ( i n t dx , i n t dy ) ;

}
c l a s s P o i n t implements Shape {

i n t x , y ;

void se tX ( i n t x ) { t h i s . x = x ;}
void se tY ( i n t y ) { t h i s . y = y ;}

void moveBy ( i n t dx , i n t dy ) {
x += dx ; y += dy ;

}
/ / . . . o t h e r methods

}
c l a s s Line implements Shape {

P o i n t p1 , p2 ;

void s e t P 1 ( P o i n t p1 ) { t h i s . p1 = p1 ;}
void s e t P 2 ( P o i n t p2 ) { t h i s . p2 = p2 ;}

void moveBy ( i n t dx , i n t dy ) {
p1 . x += dx ; p1 . y += dy ;
p2 . x += dx ; p2 . y += dy ;

}
/ / . . . o t h e r methods

}

a s p e c t U p d a t e S i g n a l i n g {
p o i n t c u t change ( ) :

e x e c u t i o n ( void P o i n t . s e t ∗ ( * ) )
| | e x e c u t i o n ( void Line . s e t ∗ ( * ) )
| | e x e c u t i o n ( void Shape + . moveBy ( i n t , i n t ) ) ;

a f t e r ( ) : change ( ) {
D i s p l a y . u p d a t e ( ) ;

}
}

Figure 1: The classical AspectJ implementation for the shape
classes with display update signalling [17].

The most influential AOP language, AspectJ [17], is an instance
of IIIA. As an example, consider the classical AspectJ implementa-
tion for the shape classes in Figure 1. It illustrates the crosscutting
concern update signalling, in which whenever a shape changes, a
call to
lstinline!Display.update! must be made. Through implicit invoca-
tion, AspectJ enables the modularization of this update signalling
crosscutting concern; otherwise scattered in plain Java. Basically,
AspectJ works with advice and pointcuts to enable modular cross-
cutting. For example, the AspectJ after advice, declared within
the UpdateSignalling aspect, is executed without an explicit refer-
ence to the advice from the shape-like classes code. The places
where the advice should be executed are called join points, which
are well-defined points in system’s execution [17]. Such join points
are selected by AspectJ pointcuts, such as change in Figure 1. It
collects all the places, from the classical system structure, where
advice should be applied to enable modular crosscutting behavior.

Such oblivious quantified statements in AspectJ, via IIIA mecha-
nism, resulted in an intense debate about whether AOP constructs
aimed to support crosscutting modularity actually break class mod-
ularity [1, 3, 29, 33, 37, 40, 41]. Next, we discuss the main AOP
issues in supporting the current Formula 1.

2.2 Non-orthogonality and asymmetry
According to some authors, AspectJ-like languages present an unnec-
essary lack of orthogonality and symmetry [13, 34]. The asymmetry
in AspectJ-like languages are related to aspect modules, advice
and pointcuts [13, 34]. For instance, since AspectJ makes explicit
the distinction between advised code (classes) and advising code
(aspects), as can be seen in Figure 1. Besides this asymmetric separa-
tion, classes cannot advise aspects in the same way that they advise
classes. Advice can only be declared in aspects, whereas pointcuts
can be declared in both classes and aspects.1 Moreover, although
both advice and methods support procedural abstraction [24], unlike
methods, advice declarations are anonymous. This results in a point-
cut asymmetry since one cannot identify advice by name in point-
cuts. To advise advice one needs to use the adviceexecution pointcut,
which selects all advice executions in a running program. The are
other important semantic implications, like the non-overriding effect
in advice since advice is anonymous [34].

2.3 Non-modular reasoning
Modular reasoning means to conclude properties of a module (like a
class or aspect) just by considering its interface, specification and
implementation, and the interfaces and specifications, but not the
implementations, of modules referenced by it [22, 38]. However,
reasoning about aspect-oriented programs that use pointcuts and
advice, as found in AspectJ, often seems difficult, due to its implicit
invocation feature [30, 38, 40]. As a consequence, the task of de-
termining what advice applies to a particular join point (method of
interest) must be done in several non-modular steps.

For example, suppose one wants to reason about the behavior
of the method moveBy in Point (see Figure 1). Since the method’s
behavior may be changed by advice, one needs to first determine
what advice may apply to that method. In our example, there is
just have one after advice in aspect UpdateSignalling , but due to
obliviousness, the program text does not reveal if there may be other
advice. This this determination of what advice applies must consider
all aspects in the program — it is a whole program analysis.

Some important argumentations. In an interview in 2006,
Kiczales said that AspectJ was intellectually controversial at the
time it came in and still is [16]. He went further when he said
that AspectJ has a different modularity enforcement mechanism
than traditional languages. Today we can understand some of these
issues because AspectJ has its roots on non-classical modularity.
Ostermann et al. [30] describes that the classical understanding of
modularity is highly related to classical logic. Hence, the common
notion of modularity, especially the idea of information hiding (dis-
cussed below), is deeply related to classical logic. As such, some
modularity mechanisms, like AOP and object-oriented inheritance,
leave the world of classical logic, and correspond to a non-classical
logic.

2.4 Pointcut fragility
Another well-known AOP problem is pointcut fragility [11]. The
fragile pointcut problem of AspectJ refers to the dependence of

1The work by Rajan and Sullivan’s [34] reports that we can only declare pointcuts
within aspects. But in practice, AspectJ does allow pointcuts in classes, thus making the
nonorthogonality even more evident.

3



pointcut descriptions on names in advised code. Such pointcut
descriptions are vulnerable to changes in the base code (such as
renaming setX to changeX or modifying its parameter declarations),
which may cause the pointcut to no longer refer to the same set of
join points. This problem stem from the way that AspectJ declares
pointcuts.

The dependence of pointcut descriptions on program names in the
base code also imposes extra ordering constraints on development.
In particular, developers must agree on naming conventions that
advice can rely on before pointcut descriptions that use such naming
conventions can be written.

2.5 Information not hiding
Information hiding [32] (also known as black-box abstraction) is
a widely accepted principle in software development. It advocates
that a module should expose its functionality but hide its implemen-
tation behind an interface. This supports modular reasoning and
independent evolution/maintenance of the hidden parts of a module.
If programmers have carefully chosen to hide those parts “most
likely” to change [32], most changes, in the hidden implementation
details, do not affect the module’s clients. Information hiding and
its benefits apply not only to code but also to other artifacts, such as
documentation and specifications [21, 35].

Unfortunately, interfaces supported by current AspectJ-like point-
cut mechanisms fall short with respect to information hiding. For
instance, the execution join points captured by the pointcut change
(see Figure 1) is coupled to the base code. Thus, the resulting de-
sign does not actually perform much better in terms of absorbing
changes [11, 31]. Besides fragility, due to coupling, the aspect
UpdateSignalling cannot be reused by another system (with different
set of join points) in its full generality. So, this reduces the power of
aspects to support pluggability of crosscutting concerns.

2.6 Extended Syntax for Modularity
Providing mechanisms for modularization is one of the primary
concerns of programming languages in general. In this respect,
Chiba et al. [5] asked the question “Do we really need to extend
syntax for advanced modularity?” Since the trend for the last twenty
years is based on traditional AOP mechanisms like pointcuts and
advice declarations (as in Figure 1), the question is whether such
new syntax is really needed to achieve modularity?

Pointcuts and advice, since they automate the Observer pattern,
might be seen not as new syntax, but as syntactic sugar. However,
when new kinds of crosscutting concerns arise, these tend to prompt
the invention of new kinds of syntactic extensions [5]. This concern
is also related to programming languages symmetry, because the
addition of new features, along with new supporting syntax, is always
fraught with the potential to cause unexpected interactions [13, 26,
34]. In AspectJML, by contrast, we try to follow Rajan and Sullivan
[34] in reusing existing language mechanisms, such as methods.

3 PRELIMINARY SOLUTIONS
There have been several previous attempts to address the issues
described in the previous section, either by restricting quantification
and obliviousness, or by providing an unified model for both classes
and aspects. In this section, we briefly discuss these prior works.

3.1 Restricting Quantification and Obliviousness
Formula 1, which describes AOP as a combination of quantification
and obliviousness, is the source of the programming language com-
munity’s unease about AOP’s support for modularity. That is, due
to obliviousness, the shape classes (in Figure 1) do not mention the
aspect UpdateSignalling , which precludes modular reasoning.

On the other hand, while obliviousness has been the subject of
the main critics about AOP, the quantification property has advan-
tages [45]. Quantification is what allows one to selectively apply im-
plicit invocation to modularize crosscutting concerns [8]. However,
when combined with obliviousness, there are still modularity issues.
What if the programmer of the shapes classes, in Figure 1, add a
method say setAlready?. Since the name of this method starts with
set , the pointcut change in the aspect UpdateSignalling will match.
What is really questionable is whether or not such an aspect inter-
ference is desired. If it is not, then the behavior of the setAlready
method may be modified by the aspect, producing incorrect behavior.
There is a growing consensus in the aspect-oriented community that
an interface between the base code and aspect code is necessary for
alleviating such problems [1, 3, 29, 33, 37, 40, 41].

For instance, Bodden et al. [3] define join point interfaces, which
are type-based contracts between aspects and advised code. Sim-
ilarly, Rebêlo et al. [37] provide design rule interfaces between
aspects and classes. That is, they support the notion of implicit
announcement, but restrict its scope to that of the implementation
of an explicit interface. The Join Point Types (JPT) work [40], also
enables implicit announcement via interfaces, but also supports ex-
plicit announcement where explicit one fall short (i.e., quantification
failure [42]).

3.2 Aspect-aware interfaces
Kiczales and Mezini [19] argue that programmers can reason modu-
larly about aspect-oriented programs by using aspect-aware inter-
faces (AAIs), which are maps that send each program point to a list
of advice that applies at that point. AAIs are created using global
system knowledge (i.e., a whole program analysis). Kiczales and
Mezini say that since crosscutting concerns are inherently global,
such AAIs are a sensible starting point for reasoning about programs.
However, it is clear that a development methodology that uses AAIs
postpones reasoning until after the development of the entire pro-
gram, since the AAIs cannot be computed until the entire program
(base code and aspects) are available.

Another way to view AAIs is that they provide a way to discard
obliviousness, since the entire point of an AAI is to make where
advice applies available. So the AAI proposal corroborates the
idea that some notion of aspect interface is important for modular
reasoning.

3.3 Fluid Modularity
In another attempt to restore modular reasoning in aspect-oriented
programming, Hon and Kiczales’ work discusses modularity through
a notion of fluidity called Fluid AOP [15]. With fluid AOP, the
programmer can temporarily shift a program to an alternative cross-
cutting module structure to enable or regain classical reasoning [30].
For example, with Fluid AOP, the shape classes (recall Figure 1)
programmer, can shift from the AOP version (with aspect modules)
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to one without AOP (only classes and crosscutting structure as is).
Hence, to regain modular reasoning, one can understand the control-
flow effects by looking the modules without AOP, which have no
aspect indirection. However, if the program is written with pointcuts
and advice, then the AOP side view cannot be computed until the
entire program is available. Thus, as with the AAI [19] approach,
modular reasoning cannot occur until after the entire program is
available for this transformation.

One step beyond Fluid AOP is given by Chiba et al. [5]. This
work describes how to use dynamic text to overcome the need for
extending syntax to regain modularity. Dynamic text is an automatic
technique that edits the source code while editing or browsing in
accordance with the user’s directions about crosscutting. Like Fluid
AOP, their goal is to tackle the limitations provided by AspectJ-like
syntax and regain classically modular reasoning. While Fluid AOP
still uses AspectJ-like pointcut definitions for specifying crosscutting
structures, Chiba et al. demonstrate with concrete examples how
to provide advanced modularization to an object-oriented language,
such as Java, without modifying the original syntax. While this
approach is more symmetric, compared to Fluid AOP, it still suffers
the limitation that it regains modularization only through specific
IDE support (e.g., an Eclipse plugin).

3.4 Stepping back: OOP!
One direction explored elsewhere is to work with object-oriented
programming (OOP) using plain objects, as in Java [4, 34]. This is
the direction followed by Eos [34] and @AspectJ (often pronounced
as “at AspectJ”) [4]. The @AspectJ syntax was conceived as a
part of the merge of standard AspectJ with AspectWerkz [4], and
uses the metadata annotation facility of Java 5. The main advantage
of this syntactic style is that one can compile a program using a
plain Java compiler, allowing the modularized code using AspectJ
to work better with conventional Java IDEs and other tools that do
not understand the traditional AspectJ syntax.

Figure 2 illustrates a simplified @AspectJ version of the update
signalling crosscutting concern previously implemented with the
traditional AspectJ syntax (see Figure 1). Instead of using the aspect
keyword, the class is annotated with an @Aspect annotation. This
tells the compiler to treat the class as an aspect declaration. Simi-
larly, the @Pointcut annotation marks the empty method change as a
pointcut declaration. The name of the method serves as the pointcut
name. Finally, the @After annotation marks the method update as an
after returning advice. The body of the method is the after advice,
which is executed after the matched join point’s execution returns
(with or without throwing an exception). As with @AspectJ, Eos
works with similar classes that act as aspects, like those in AspectJ.

Following the more symmetric models of @AspectJ and Eos, we
can adapt the Formula 1 to the following one:

AOP = OOP + quantification + obliviousness (2)

However, since this formulation still includes obliviousness, this
revised notion of AOP will have the same modularity issues dis-
cussed previously before; although in a more symmetric model. For
example, in @AspectJ an ordinary Java class plays the exact same
role as a standard AspectJ aspect.

@Aspect
class UpdateSignalling {

@Pointcut("execution(* Point.set∗(*))")

public void change() {}

@After("change()")
public void update(Shape s) {

Display.update();

}

}

Figure 2: A simplified @AspecJ syntax to modularize the cross-
cutting update concern illustrated in Figure 1.

class Point implements Shape {

int x, y;

//@ invariant x >= 0 && y >= 0;

/*@ requires x + dx >= 0 && y + dy >= 0;

@ ensures x == \old(x) + dx

@ && y == \old(y) + dy;

@*/

void moveBy(int dx, int dy) {

x += dx; y += dy;

}

//... other methods and their specifications

}

Figure 3: Example of JML specifications for the Point class of
the shape classes presented in Figure 1.

4 TOWARDS A NEW ASPECT FORMULA
In this section, we revisit the common notion of classical modularity
and present a new AOP formula (third one) that is used (in the next
section) to avoid the modularity issues exhibited by the previous
AOP formulas (Formula 1 and Formula 2).

4.1 Classical modular reasoning
Monotonicity. Monotonic reasoning allows one to prove properties
“once and for all,” never needs to withdraw any conclusion when
more is learned. For example, if we establish a property of a program
using a monotonic logic, we do not need to revise that property
again [30, 38]. When more components are added, the previously
established property does not change. This is the case of the well-
known Hoare logic [14]. Specification languages, such as JML [20],
that enable one to establish properties of a program that must be
respected (e.g., precondition). Hence, monotonicity in reasoning
aids one in using the classical notion of modularity and modular
reasoning [30, 38].

Figure 3 shows an example of JML specifications for the Point
class. JML specifications are written in annotation comments which
start with an at-sign (@). In JML, preconditions are introduced by the
keyword requires and postconditions by ensures. The JML notation
\old( x+dx) means the pre-state value of x+dx. The invariants in
JML are introduced by the keyword invariant. The invariant defined
in this example restrict points to the upper right quadrant.

To reason about a call to moveBy, a programmer must determine
what specifications to use. In this case, the specifications are the pre-
and postconditions of moveBy and the declared invariant. Since there
are no specifications in Point’s supertype (Shape), the programmer
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does not need to include them in reasoning; otherwise, the specifica-
tions inherited from such supertypes [22, 38] would also need to be
considered.

Expanded modular reasoning. Recall that our notion of modu-
lar reasoning means that one can verify a piece of code in a given
module, such as a class, using only the module’s own specifications,
its own implementation, and the interface specifications of modules
that it references [22, 30, 38].

For instance, to reason about the method call sp .moveBy(10,10)
one uses the specification of the moveBy method from sp’s static
type, say ScreenPoint. Assuming that ScreenPoint is declared as a
direct subclass (and hence subtype) of Point, then the method spec-
ification used would be the join of the method specifications for
moveBy from Point and ScreenPoint, together with the conjunction
of their declared invariants. The join of method specifications [22]
means that both pairs of pre- and postconditions must be obeyed by
such an overriding method; thus ScreenPoint’s method moveBy must
obey the specifications given for it in the class Point. Similarly the
conjunction of invariants means that ScreenPoint objects must also
obey the invariant given in the class Point. Since classes in Java
name their supertypes, such reasoning is not technically outside the
standard definition of modular reasoning, however we emphasize the
use of all ancestor supertype specifications (recursively) by calling
this expanded modular reasoning.

That is, expanded modular reasoning also applies to indirect
ancestor types, not just direct supertypes. For example, since Point
implements the interface Shape, if any specifications are provided
by Shape, they must also be used in reasoning about ScreenPoint
objects. (However, in our example, there are no specifications in
type Shape, nor are there any specifications relevant to a call to the
moveBy method in type Object, which is the top of the type lattice
in Java.) If necessary all specifications in all ancestor types are
consulted in expanded modular reasoning [22, 23, 30, 38].

4.2 A new aspect formula
The classical notion of modularity, which is related to classical
logic [30], is exactly what we need to refine Formula 2. The ele-
ments of this refinement are scoped-quantification [36, 37, 40] and
langugage-level obliviousness [42].

Scoped-quantification. Scoped-quantification is a form of quan-
tification that is limited to a statically-defined area of a program.
In a specification language like JML [20], invariants are a good
example of scoped-quantification [36, 37, 40]. Such an invariant
must be preserved by every method in its declaring type as well as
every method declared in its subtypes, and there is no way to con-
strain/quantify unrelated types. Hence, the scope of quantification,
provided by invariants, is the type itself extending to its subtypes.
History constraints [25], also present in JML, are another example
of a scoped-quantified declaration.

Language-level obliviousness. Language-level obliviousness
[42] is what is allowed when advising constructs, such as AspectJ’s
advice [17], are introduced to a programming language. Recall
again invariants or history constraints of a specification language like
JML. They exhibit language-level obliviousness, since the methods
they constrain have no explicit references to these scope-quantified
declarations.

Formulation. With these above definitions, we can now restrict
quantification and obliviousness to a form compatible with classical
modularity [30]. This results in the following simple equation:

AOP = OOP + scoped-quantification + language-level obliviousness (3)

5 RELOADING ASPECTS
We now use the new AOP formula (Formula 3), presented above, and
discuss how it supports crosscutting modularity and avoids the issues
described previously in Section 2. We also introduce AspectJML,
as a general-purpose aspect-oriented extension to Java, and explain
how it embodies our formulation of our new AOP.

5.1 The AspectJML language choice
What. AspectJML itself was described in a previous work [36]. It
enables programmers to specify pre- and postconditions in a modular
fashion. There are some contracts that present crosscutting structure
and to cope with them, AspectJML allows the crosscutting contract
specification mechanism, or XCS for short. It is based on the alter-
native @AspectJ syntax, which is fully compatible with plain Java
code. This merge enables crosscutting concern implementation by
using constructs based on the metadata facility of Java 5.

Why. Our previous work is deeply related to this one since it
faced the same modularity problems we discuss here, such as mod-
ular reasoning. With AspectJML, a programmer can reason about
crosscutting contracts using the classical notion of modularity [30],
i.e., expanded modular reasoning. However, AspectJML was origi-
nally descrbed [36] as a domain-specific language (DSL) that dealt
with only one kind of crosscutting concern, which is design by
contract [27].

From DSL to general-purpose. Now, AspectJML is becoming 2

a general-purpose aspect-oriented language extension to Java. This
means that a programmer using AspectJML can deal with any kind of
crosscutting concern, thanks to AspectJML’s support for Formula 3.
That is, in addition to design by contract, programmers can also deal
with concerns such as logging, security, tracing, persistence, etc.
Moreover, one can also apply the crosscutting contract specification
feature [36] to specify these other crosscutting concerns.

As with our previous work, the current AspectJML language has
been developed using @AspectJ syntax. Hence, an AspectJML
program looks like an @AspectJ program. But they differ in several
meaningful ways. For instance, there is no need to use a class as a
third-party aspect module, and one can define and implement advice
in any class or interface, unlike AspectJ/@AspectJ. We highlight
the main differences below while explaining the main AspectJML
features.

Compilation strategy. The AspectJML language is implemented
with the existing infrastructure of the AspectJML/ajmlc compiler [36].
This compiler uses the standard AspectJ/ajc compiler as a back-end
to generate Java bytecode.

5.2 First examples of new AOP
We return to the update signalling crosscutting concern in the shape
classes (Figure 1), and use it to provide some reimplementations of
that application using AspectJML.

2The language is currently in development, but the main ideas of Formula 3 are already
available as a prototype implementation.
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class Point implements Shape {

@After("execution(void set∗(*))" +

"|| execution(void moveBy(int,int))")

void update(){

Display.update();

}

//... other methods

}

Figure 4: Example of an AspectJML @After advice declared
within class Point.

interface UpdateSignalling {

@After("execution(void set∗(*))" +

"|| execution(void moveBy(int,int))")

default void update(){

Display.update();

}

}

class Point implements Shape, UpdateSignalling {...}
class Line implements Shape, UpdateSignalling {...}

Figure 5: Example of the full modularization of the crosscutting
concern update signalling in AspectJML using a standard OOP
hierarchy.

Crosscutting types. The first notion we present is crosscutting
types. By crosscutting types we mean that any valid type in Java (e.g.,
class or interface) can declare an advice and providing crosscutting
modularity. Figure 4 illustrates a simple example of a crosscutting
type. Let us assume that there is a dedicated programmer for the type
Point. Such a programmer can enable local crosscutting modularity
by declaring an AspectJML @After advice, which intercepts set-like
methods (named set ∗), and the method moveBy.

AspectJML has scoped-quantification, thus the programmer does
not need to explicitly write a type pattern for advice (which AspectJ
uses to identify the type owner of the intercepted join point). Thus,
the two execution pointcuts declared in the advice method update,
only intercept join points in the type Point and its subtypes; they do
not intercept join points in any other unrelated type, such as Line (as
they would in an AspectJ pointcut written without a limiting type
pattern).

With respect to modular reasoning, a programmer should reason
about the quantified statements, provided by the advice method
update, similarly to invariants or history constraints in JML. For
example, in order to reason about the setX in Point, that advice
should be included in the reasoning. In this case, there is a match in
which the behavior of the setX is augmented after its execution.

In relation to crosscutting implementation, as observed, Aspec-
tJML eliminates anonymous advice in favor of standard named ones
as we have in Java. Hence, the same notion of procedure abstraction
is used here to localize any crosscutting concern [24]. The main
difference is, unlike regular methods, advice methods in AspectJML
are annotated with a corresponding pointcut (in AspectJ-like syntax).

Hierarchical crosscutting. It is claimed in the literature [17, 18]
that, while useful, hierarchical modularity cannot enable the mod-
ularization of crosscutting concerns. Contradicting this common
belief, AspectJML enables one to use a crosscutting type as a su-
pertype that crosscuts the entire hierarchy enabling the modular

interface UpdateSignalling {

@Advice("join points should be only exposed" +

"within the appropriate modules")

default void update(){

Display.update();

}

}

interface UpdateSignallingShapes extends UpdateSignalling {

@After("execution(void set∗(*))" +

"|| execution(void moveBy(int,int))")

default void updateForShapes(){

UpdateSignalling.super.update();
}

}

class Point implements Shape, UpdateSignallingShapes {...}
class Line implements Shape, UpdateSignallingShapes {...}

Figure 6: Example of a reusable implementation of the cross-
cutting concern update signalling in AspectJML.

implementation of crosscutting concerns. Figure 5 presents the su-
pertype UpdatingSignalling that localizes the crosscutting concern
related to update shapes. In order to crosscut each type that exhibits
crosscutting structure, an ordinary Java programmer just needs to
implement that interface to activate/plug the crosscutting functional-
ity. As mentioned, the reasoning is similar to a quantified statement
like an invariant in JML. Scoped-quantification and language-level
obliviousness in AspectJML ensures the classical notion of modu-
larity enforcement (expanded modular reasoning) that is present in
OOP. That is, through explicit reference to supertypes, the classical
notion of modular reasoning is missing in the traditional AOP for-
mulation (see Formula 1), is regained in the new AOP formulation
with Formula 3.

As observed, we implement and localize the crosscutting concern
with a plain Java interface. A key concept of our approach is, that
since Java 1.8, we can implement methods in interfaces through
default methods. This approach was proposed earlier [28], but
only recently became available in Java. Therefore, using plain Java
interfaces, we can plug as many crosscutting interfaces we want to
cope with several other kinds of crosscutting concerns.

Abstraction and information hiding. The crosscutting concern
update signalling implementation shown in Figure 5 does not pro-
vide a full reusable solution, due to its coupling between the pointcut
specifications, defined within the @After advice, with some shape
classes join points (e.g., method names). If another part of the
program of even another program needs this update signalling func-
tionality, but uses different method names, then one would need to
change the interface UpdateSignalling in Figure 5 to accommodate the
new names [11, 31]. To avoid this impact of such pointcut fragility
in absorbing changes (such as may occur when the Shape classes
change or when one adopts the crosscutting concern implementation
to some other context) we allow the pointcut specifications to be
defined in proper modules. This means that modules like Point or
Line must be responsible for creating an interface to expose their
implementation details. In the example of the shapes classes, since
Point and Line share the same set of join point interceptions, we can
expose their join points through another interface (as illustrated in
Figure 6). Suppose later, a private method from Point should be
exposed. In this case, we do not expose it through the interface
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interface TransactionManagement{

@Before("execution(* *(..))")
void beginTransaction(){

getPm().beginTransaction();

}

@AfterReturning("execution(* *(..))")
void beginTransaction(){

getPm().commitTransaction();

}

@AfterThrowing("execution(* *(..))")
void beginTransaction(){

getPm().rollbackTransaction();

}

}

class HealthWatcherFacade

implements IFacade, TransactionManagement {...}

Figure 7: An AspectJML crosscutting-based Java interface for
HW’s [39] transaction concern.

UpdateSignallingShapes; otherwise, we break the notion of informa-
tion hiding [32]. To allow the private method exposure, we use
the same approach to that in interface UpdateSignallingShapes, but
declared within the type Point.

5.3 Benefits of our new notion of AOP
AspectJML overcomes the plethora of issues described in in Sec-
tion 2 by using Formula 3. This formula allows an AOP language,
such as AspectJML, to build on a standard OO language, such as
plain Java, which results in a more symmetric and orthogonal model.
An example of the benefits of this symmetry is that, since both
method and advice declarations are named, AspectJML does not
need the AspectJ pointcut adviceexecution to intercept other advice.
(This pointcut is forbidden in AspectJML.) AspectJML enables pro-
grammers to reason about crosscutting modularity in the light of
classical logic. This is very similar to reasoning about any invariant
in a specification language such as JML.

One key design decision we took was to implement AspectJML
based on the standard AspectJ. This results in a more straightforward
adoption by any AspectJ programmer. Programming in AspectJML
makes any programmer feel like programming with plain Java with
annotations. This benefit avoids any semantic complications due to
additional constructs and ultimately lack of adoption [42].

6 A FIRST EVALUATION OF ASPECTJML
Our preliminary evaluation to validate our new notion of AOP, with
AspectJML, involves a web-based information system called Health
Watcher (HW) [39]. The main purpose of the HW system is to allow
citizens to register complaints regarding health issues. This system
was selected because it was developed using AspectJ [17]. As a
result, we refactored its transaction concern to add a crosscutting
interface with AspectJML.

Figure 7 illustrates the implementation of the HW’s transaction
concern using the TransactionManagement crosscutting interface in
AspectJML. The type IFacade denotes the remote interface to be
implemented by the facade class HealthWatcherFacade. Also, any type
that implements the TransactionManagement interface will have its
methods considered as transactional methods and will be affected by
the three pieces of AspectJML advice that add the transaction control
behavior. Since the code quantifies over method executions, the

interface TransactionManagement itself is reusable; it does not expose
implementation details of any type (such as HealthWatcherFacade).

7 FUTURE WORK
We are currently developing AspectJML to support all the benefits
discussed here. Our main focus now is building up and supporting
the AOP community with an Eclipse-based tool and a dedicated
online IDE. Any beginning programmer in AspectJML could learn
our language using our online IDE (currently under development).

One direction, we are working on, is to simplify the use of the
current AspectJ-like features with AspectJML. For instance, to pre-
vent infinitely recursive advice application [2, 6, 43], as can happen
in with AspectJ. Another direction, we intend to add in AspectJML
is the notion of slicing [44]; this will be useful since in current
AspectJML we do not support the open classes mechanism, also
known as inter-type declarations in AspectJ [17]. Through slicing,
programmers have the ability to use multi-dimensional separation of
concerns, thus allowing regrouping of crosscutting concerns.

8 SUMMARY
We have revisited the main issues about the state of the art of AOP
and modularity. Based on this analysis, we have been able to propose
a new aspect-oriented programming formula that enables program-
mers to write modular crosscutting code and reason about modular-
ity with all the properties of classical modularity. We realized this
new (AOP) formula in the AspectJML language, a general-purpose,
aspect-oriented extension to Java. Programming with AspectJML
feels like programming in Java. It does not require any advanced
syntax or any new concept, beyond AspectJ, to implement crosscut-
ting modularity. We discuss and show how to cope with crosscutting
structure using object-oriented hierarchies. With Hierarchical cross-
cutting in AspectJML, programmers can enable the modularization
of crosscutting concerns with respect to classical modularity and
modular reasoning. We also discussed a first evaluation of Aspec-
tJML, consisting of the modularization of a crosscutting transaction
concern in a real system using AspectJML.
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Roberta Coelho. They have been available for discussing about
these issues since Modularity 2015. The work of Gary Leavens
was supported in part by the US National Science foundation under
grants CNS1228695 and SHF1518789.

REFERENCES
[1] Jonathan Aldrich. 2005. Open Modules: Modular Reasoning About Advice. In

Proceedings of the 19th European Conference on Object-Oriented Programming
(ECOOP’05). Springer-Verlag, Berlin, Heidelberg, 144–168.

[2] Eric Bodden, Florian Forster, and Friedrich Steimann. 2006. Avoiding infinite
recursion with stratified aspects. In In Proceedings of Net.ObjectDays 2006 (GI-
Edition). Lecture Notes in Informatics, 49–54.
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